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Abstract

This thesis presents several aspects of the theory of BPS-monopoles. In
particular, it deals with Nahm’s construction of static monopoles and with
the description of monopole dynamics through two different methods. The
first of these is Manton’s geodesic approximation, the second is an approach
in which the monopoles are treated as point particles. It is shown how these
methods are related and how they complement each other. To make this
thesis more self-contained, I have included an introduction to the soliton
techniques which are on the basis of the geodesic approximation and an
elementary treatment of the ADHM-construction of instantons, which is
on the basis of Nahm’s construction for monopoles.
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Preface

Motivation and History

This thesis is about magnetic monopoles, i.e. particles with magnetic charge. Despite
the fact that such particles have never been observed, their properties have been studied
theoretically over a period of more than a century and searches for monopoles have been
conducted in accelerators each time a new energy regime was opened up to experiment.
In this section, I will give a very brief overview of the history of the subject and try to
indicate the main reasons for the continuing interest in monopoles.

The history of the study of monopoles can be divided into two parts, separated by the
year 1931. Before 1931, there were no physical arguments for the existence of monopoles
in nature. Still, there was some mathematical interest in magnetic monopoles, because
the introduction of magnetic charges can make Maxwell’s equations more symmetrical.
It is easy to check that Maxwell’s equations for the vacuum are invariant when we apply
the following transformation to the fields.

E—-B, B-E

This symmetry is called electric/magnetic duality. It is broken when one introduces elec-
tric charges. However, it can be restored by the introduction of magnetic charges. When
an electric current density j, and a magnetic current density j,' are present, Maxwells
equations take the form

V-B = 5" (VxE),+0B;, = —j"

V-E = jo (V xB),— OE, = j, (0-1)

and it is easy to check that this is invariant under the generalized electric/magnetic duality
transformation given by

E = -B B — E (0.2)

Ju — _jﬂ JM — Ju
In 1931, Dirac published an article in which he argued that the existence of a monopole
somewhere in the universe would explain the quantization of electric charge [2]. This
article excited a lot of interest in monopoles among physicists, since no other explana-
tion for the quantization of electric charge was (and is) available. However, because
monopoles were not found in experiments, and because there were mathematical difficul-
tites with Dirac’s monopoles, interest gradually died down again until, in 1974, 't Hooft
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PREFACE 5

and Polyakov independently found that monopoles appear naturally as regular, stable
classical solutions in gauge theories whose gauge group has a compact covering [3, 4].
Although this class does not include the standard model, it is certainly conceivable that
grand unified theories will include these 't Hooft-Polyakov monopoles.

Shortly after 't Hooft and Polyakov’s discovery, it was conjectured that there might be
a generalized electric/magnetic duality in certain theories, which would make it possible
to study the properties of the gauge bosons of the theory at large coupling by looking at
the properties of monopoles at small coupling [5, 6]. One could then translate the result
back to the gauge particle picture by applying a duality transformation. This new way
of studying the properties of gauge particles would be especially useful in the study of
the strong force, because it would make it possible to study important non perturbative
processes like quark confinement and hadron formation by doing perturbation theory in
the dual picture.

An important step in this direction was made in 1994, when Seiberg and Witten
found an exact low energy effective action for N = 2 supersymmetric Yang-Mills theory,
a distant relative of QCD, assuming electric/magnetic duality [7]. Since then, the study
of monopoles has once more come to the center of attention and monopoles and their
dynamics are now a very active field of research.

Content of this thesis

In this thesis, we will not be very concerned about duality, but concentrate mostly on
the dynamics of magnetic monopoles and especially on how to model these. The most
important chapter of this thesis is therefore the last chapter, chapter 4, in which we treat
two different models which can be used to describe monopole dynamics.

The first of these is the so called geodesic approximation. In this approach, monopole
motion is described in terms of geodesic motion on a moduli space, a manifold of gauge
equivalence classes of static monopole solutions. The geodesic approximation describes
the low energy dynamics of monopoles of like magnetic charges very well, but it cannot
describe situations that involve monopoles of opposite magnetic charges. Also, it does
not incorporate radiation effects. The second model is an approximation which treats the
monopoles as point particles. This model can incorporate monopoles of opposite magnetic
charges and radiation effects, but it works only if the monopoles are far apart, which is a
limitation that does not apply to the geodesic approximation.

The earlier chapters of this thesis introduce the necessary mathematical tools and
treat some properties of static monopoles.

e Chapter 1 treats the basic techniques of soliton physics which we need later on. In
particular, it explains the idea behind the geodesic approximation in an elementary
setting.

e Chapter 2 is a brief description of the ADHM-construction of all self-dual instantons
in Yang-Mills theory. This forms the necessary background for the description
of Nahm’s construction for monopoles in chapter 3. This chapter also serves the
purpose of introducing Yang-Mills theory.

e Chapter 3 starts with an introduction of the Georgi-Glashow model, the model in
which we want to study monopoles. It is shown how 't Hooft-Polyakov monopoles
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can appear in this model and how exact classical solutions which represent static
monopole configurations can be obtained in the so called BPS-limit of this model.
In particular, the Nahm construction which (in principle) yields all these solutions is
treated in some detail and it is shown that, for magnetic charge k, there is a 4k — 1
dimensional family of static monopole solutions, modulo gauge transformations.
This is an important result, because it allows us to conclude (in chapter 4) that the
dimensions of the moduli spaces used in the geodesic approximation have to be 4k.
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Chapter 1

Solitons

Throughout this thesis, solitons will play a very important role. This chapter will start
with a review of some of the basic concepts and techniques of soliton physics and culminate
in the description of a method to describe the low energy dynamics of certain solitons, the
so called geodesic approximation. Much of the material in the earlier part of this chapter
is taken from [8], which is a good introduction to the subject.

1.1 Solitons: What are they ?

The word soliton has been used several times now and you may be wondering what we
mean with it. This is actually not an easy question to answer. There are two reasons
for this. First, the word soliton is used both for a certain kind of mathematical object
and for a certain physical particles whose description involves these mathematical objects.
Second, even the definition of a soliton as a mathematical object varies according to the
context in which the word is used, so that the mathematical definitions in the literature
(see e.g. [8]) are usually too restrictive to be of general use.

The only really general mathematical statement one can make about a soliton, is that
it is a regular solution to the classical equations of motion for some field theory which
keeps the energy for this theory finite.

If we were doing classical physics, it would be easy to see how such a solution could
correspond to a physical particle. The finiteness of the energy implies that the energy
density of a soliton will go to zero at spatial infinity. We can thus hope that, for any
fixed time, we can find some area of space where (most of) the energy of the soliton is
localised. A logical interpretation would then be that this area is occupied by a particle.
Thus, a sufficiently "nice” soliton could be interpreted as a finite-sized particle moving
through space.

Of course, we really want to do quantum physics and this makes the interpretation of
the mathematical soliton as a particle much more difficult. Still, even in quantum physics,
the term soliton refers to a finite-sized particle related to a classical finite energy solution.
Rather than go into details about the nature of this relationship now, let us just start to
do some calculations that involve solitons with this ”particle picture” in mind. A more
thorough understanding should then develop as we go along.

7



8 CHAPTER 1. SOLITONS

1.2 Solitons in 1+1 dimensions; the kink model

To get a feeling for soliton physics, let us consider a toy model with one space and one
time dimension, governed by the following Lagrangian:

1) = [ {3007 - j@.02 - v} (L)

In this equation, we take U to be a potential with degenerate, discretely located minima.
The value of U at these minima is taken to be zero and we will call the location of the *
minimum ¢. The equation of motion which follows from (1.1) is

ou
2, a2, _ _9Y
00— 020 = 5 (12)
and the energy is given by
1 2 1 2
E= [ dey5000) +5(0:0)"+U. (1.3)

That is, we want to find solutions to the equation of motion (1.2) which keep the energy
£ finite. Now we see that the energy density is the sum of three positive terms and hence
each of these terms has to be integrable to make the energy converge. Imposing this
condition on the first two terms in (1.3) gives us the boundary condition that d,¢ and 0,¢
have to go to zero at spatial infinity. The third term in the energy density is the potential
U. Since we have taken this to be larger than or equal to zero, it is clear that, in order for
the energy to converge, the field configuration ¢(z) has to be such that U(¢(z)) goes to
zero as x goes to plus or minus infinity. This gives us boundary conditions for the field ¢
itself. To keep the energy finite, ¢(x) has to approach one of the values ¢®¥) as z goes to
infinity and another of the ¢ (possibly the same) as x goes to minus infinity.

Thinking from a ”particle perspective,” it makes sense to restrict ourselves to time
independent solitons at the moment, since these would correspond to particles at rest.
Also, once we have a time independent soliton, we can turn it into a freely moving soliton
by applying a Lorentz boost. Of course the opposite is also true, so when we find all static
solitons, we will effectively find all freely moving solitons in the process.

When we restrict to time independent configurations, the equation of motion is also
much simplified; it reduces to

9 ou
PP = 3 (1.4)
If we temporarily reinterpret the space coordinate x by choosing to think of it as a time
coordinate, then we see that this equation is just the equation of motion for a particle
moving in one space dimension (with coordinate ¢), moving in a potential —U. The
boundary condition that ¢ has to approach one of the ¢ as z goes to plus or minus
infinity can also be fit into this picture. It just says that the particle moves from a certain
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asymptotic location ¢, which it used to occupy infinitely long ago (as z goes to minus
infinity) to an asymptotic location g} which it will occupy in the far, far future (as z
goes to infinity). When this condition is satisfied, then, in our ¢-independent setting, the
boundary condition on 0,¢ is also satisfied. The condition on 0;¢ is of course trivially
satisfied in the t-independent case.

If the potential U has a unique minimum ¢, then it is easy to see that the only
solution to this system is given by ¢(z) = ¢(®. For a potential with several (degenerate)
minima however, more interesting solutions are also possible. At very negative z, ¢ can
start off at the location of one minimum of U, only to approach at the location of another
minimum for very large x; our ‘particle’ can now move between two minima.

For our toy model we can in fact study this phenomenon by solving the equation of
motion analytically. Multiplying both sides of (1.4) by 0,¢ and integrating, we see that

O = £/2U(9) (1.5)

If ¢ is an invertible function of z, then this in turn implies

ox 1
5 = im (1.6)

Note that the condition that ¢(z) is invertible will of course never be satisfied for the
trivial solutions to the equations of motion which are given by ¢(x) = ¢® for some i.
Therefore we can not expect to find these by the method we are describing here. This
method is obviously only suited for the study of nontrivial soliton solutions. Integrating
(1.6), we obtain

o(x) 1
—rn =+ d - 1.7
v /Wo) w{ 2U<w>} .

where, in this equation, we may still choose xy and ¢(zg) to suit our needs. We can now
choose a potential, substitute it into the equation above and try to solve for ¢.
As we are interested in potentials with multiple minima, we take

v = (- 1)

This has potential has minima at ¢ = :i:%. Substituting U in (1.7) and choosing ¢(zg)
equal to zero gives

r—x9==L

L log m/VA—¢
Vam O [mfVA— ¢

which can be inverted to give



10 CHAPTER 1. SOLITONS

é(z) = i% tanh (%(m . xo)) (1.8)

These solutions of (1.4) do indeed approach one of the minima of the potential when x
goes to infinity and the other one when x goes to minus infinity. In figure 1.1(a), we have
plot the graph of a solution with xy = 0. The overall shape of this graph has provided the
solutions given by (1.8) with the name ”kinks”. Figure 1.1(b) shows a plot of the energy
density of the kink with xy = 0. We can see clearly that the mass/energy of this kink is
concentrated around x = 0, as we would hope.

Fioupe 1.1. (@) graph of the kink solution
g """ (b) graph of the kink’s energy density

The kink model is very simple, but it has some interesting features which have ana-
logues in the more complicated models we will study later. One of these is the way we
derived boundary conditions on solutions to the static equations of motion through the
requirement of minimal energy. In the following sections, we will often come back to the
kink model when we need an explicit example of a general feature of soliton physics.

Before we go on, note as an aside that if we generalise the models studied in this
section by adding some more scalar fields, but keep working in one space dimension, we
can still use the analogy of a particle moving in a potential —U (of course, the particle will
now be moving in a higher dimensional space). These generalised models are already far
more difficult and no general solution like (1.7) is known for these. A technique which can
often still provide some solutions is to use trial functions with a number of free parameters
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to determine the trajectory of the 'particle’ and solve for the time dependence afterwards.
See [8] for details.

1.3 Topological Sectors

In the previous section, we noted that a finite energy solution to the equations of motion
has to approach one of the minima of the potential at the edge of space. More explicitly,
for every solitonic solution ¢(x) to the equations of motion (1.2) we had to have

¢(x) — g% (z — +00)
$(x) — gV (z — —o0)

for some i, j. If we now have another solution ¢ which does not have the same boundary
conditions at infinity, then it is clear that it will be impossible to deform this solution
continuously into ¢ without making the energy become infinite somewhere in the process.
Thus, if we allow only deformations which leave the energy finite, then solutions with
different boundary conditions are topologically different. We can now classify the solutions
into topological sectors by the possible pairs of boundary values and we call these values
the topological indices of a solution. Because time evolution of a solution is just another
form of continuous deformation (and because it obviously leaves the energy finite), a
solution always remains in the same topological sector, so we can say that topological
indices are preserved quantities.

In higher dimensional theories, one often still has topological sectors into which field
configurations fall according to their boundary conditions. However, there is usually no
clear equivalent of the topological indices, because the edge of space no longer consist of
a finite number of points. In stead, one often has conserved quantities called topological
charges, which label field configurations which are topologically distinct. These charges
usually have corresponding conserved currents. For our 1+ 1-dimensional system, we can
also define such a topological charge (), with a corresponding conserved current k. We
can take

Q = ¢(o0) —¢(-0)
k* = €"0,¢

Using the antisymmetry of the epsilon tensor, one easily verifies that we have

D,k =0,

so k is indeed a conserved current. Also, we have

Q:/ ko di.

from which we see that () is indeed the charge corresponding to this current.
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Of course, for one dimensional models, the topological charge is not very useful, as
the topological indices already contain all the information that could be gained from it
(and more). Still, I thought it would be useful to introduce the charge @) here, because
it is the simplest example of a topological charge I know. We will see more interesting
topological charges later.

1.4 Quantisation of Static Solitons;
Particle Interpretation

In this section, we will go into the quantisation of static solitons and in particular into
that of the kink. We will also try to give the kink solution an interpretation in terms of
particles.

To quantise static solitons, we use a semi-classical approximation to the full quantum
field theory. I will first give a short review of this method for theories with a finite number
of coordinates and then generalise to field theory, where the number of coordinates is
infinite.

Let us start by looking at the theory with Lagrangian given by

L=§]@wf—ww

Static classical solutions for this theory are given by the coordinate vectors ¢ for which
the potential energy V' has a stationary point. In order to get a stable solution, this
stationary point has to be a (local) minimum. Around such a minimum, attained, say,
for ¢ = ¢ the potential may be expanded as follows:

V() = V() + (¢' = )00V (9)(¢) — &) + O((¢ — )°) (1.9)
If we now change coordinates to a system in which the matrix @@V(gz;) is diagonal and
the origin is in ¢, then we can rewrite the former expansion as

V(9) = V(@) +wini +On’) (1.10)
where the 7 are the new coordinates and the w? are the eigenvalues of @@-V(@, which
we all know to be positive, because U has a minimum in ¢ = ¢. We see that, to second
order in 7, this is just the potential for a system of non coupled harmonic oscillators with
frequencies w;. This can be solved exactly, giving the well known energy levels

=1

We may now hope that the third and higher order terms in the expansion are small as
compared to the second order term and if they are, we can treat them as perturbations.
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For field theory, the situation is exactly analogous, but for the fact that the number
of "coordinates” goes to infinity. For the Lagrangian (1.1), the potential energy is given

by
Vil = [ do {5007 + U0}

again, static classical solutions for this system are given by ”coordinate vectors™ (i.e.
functions) ¢(x) for which the potential energy is stationary. If ¢(z) is such a function
then, using partial integration, we can expand the potential energy as

Vigl = V(o] + /dﬂf {<¢ -9 [_(am i ((8927[5)5

This expansion is the field theoretical analogue of the expansion (1.9). The second term
in (1.11) is just the second order change in V[¢] as the field is changed from é to ¢. The
first order term in ¢ — ¢ is zero, because the configuration ¢ we are expanding around is
a stationary point of the potential energy functional V.

To reach the analogue of (1.10), we now need to solve the following eigenvalue equation:

[—(@)2 + <%>J n=wn (1.12)

This will result in eigenvalues w; and orthonormal eigenfunctions or "normal modes” 7,
where i is some index variable. If we now write ¢ —¢ = > . ¢;(t)n;(x) then we can rewrite
the expansion (1.11) as

<¢—<z>}+o<<¢—qz>3> (L11)

V(o] Zw2c2—|—0

using orthonormality of the 7;. This formula corresponds to (1.10). The Lagrangian (1.1),
too, can now be given in terms of the ¢;. We have

L:—V[gg]—i-%Z{(c'i(t) —wict+0( (1.13)

Again, we see that, to second order, this is just a sum of non coupled harmonic oscillators,
be it an infinite sum this time. Solving this system, we get exactly the same expression
as before for the energy levels:

s = Vo] + hZ(n + %)wi

Note that, because of the infinite summation over i, we have infinite ground state
energy. This is a normal situation in field theory and no cause for worry as we can just
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"shift the energy scale by an infinite constant” to make the energy of physical states
become finite again.

As an explicit example, we will now apply the method we just sketched to the kink
model. For this model, the potential energy is

Vi) = [ ds {%@W 5 (e %)2}

Before studying the actual kink solution, it will be useful to study the semi-classical
quantisation of one of the two trivial field configurations which correspond to the absolute
minima of the potential. Let us take ¢1(x,t) = m/v/A (quantisation of —¢; is of course
exactly analogous). Writing 1) = ¢ — ¢4, the expansion of the potential becomes:

Vg = /dx {%qp (=(02)% + 2m?) ¥ + mvV\p® + imﬁ}

We see that, for small A\, the cubic and quartic terms will be small compared to the
quadratic terms and thus we can hope to treat them by perturbation. Here we will only
solve the quadratic problem which remains if the cubic and quartic terms are ignored.
This means that the next thing to do is solving the eigenvalue equation (1.12). For the
present case, this reduces to

(—(&3)2 + 2m2) n=wn

This results in a continuous spectrum of eigenvalues w? with corresponding eigenfunctions
N, given by

wp = k*+2m? (1.14)
ikx

M = €

In this approximation the energy is equal to

E, = /Ooodk{<n(k) + %) wm}

We see that this corresponds to the energy of an ensemble of free particles with mass
v2mh, n(k) of which have momentum between k and k + dk. These particles are the
elementary quanta of this theory and we will call them mesons. The state that has
n(k) = 0 for all k can be interpreted as a state with no particles present whatsoever and
is therefore identified with the vacuum.

Our next step is to apply the semi-classical approximation to the kink solution and we
will see that this yields a second kind of particle, which is not present in the perturbations
of the vacuum and which interacts with the mesons.

For our kink, we take the solution with positive sign and xy = 0 in (1.8) and denote
it ¢, that is, we define
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on(w) = %tanh (%(@) (1.15)

Expanding V' around ¢ and writing ¢ = ¢ — ¢y, we get

V(O) = V(o) + [ dugw (~(0.)* = m? + 336) w + Mowd® + 1)

Again, we retain only the quadratic terms and solve the corresponding problem. This
means solving the eigenvalue equation

(0,2~ i+ 3 ot () ) = (o)

or, in terms of z = mx/v/2:

07+ 3tani () — 1 (e) = () (1.16)

with 7(z) = n(z). The solution to this equation can be found in Morse and Feschbach
[9]. In order of ascending magnitude, there are two discrete eigenvalues, followed by a
continuum. We shall name the discrete eigenvalues w3, and wj ; to distinguish them from
the continuum eigenvalues, which will be called wg, with ¢ € [0,00). The same notation
is used for the eigenfunctions. We have

wio = 0, with  7jg0(2) = 1/cosh?(2)
wi; = Sm? with  741(z) = sinh(z)/ cosh?(z)
w2 = m?(2+1¢%), with  7,(2) = €7 (3tanh’*(z) — 1 — ¢* — 3igtanh(z))

The first thing we notice in this spectrum is the presence of a mode with zero frequency.
This is not surprising, it is just a consequence of the fact that the potential energy V(o)
is invariant under spatial translations, while the kink solution ¢ is not. We see that
the zero mode 7, is proportional to the derivative of ¢, and thus proportional to the
variation of ¢, when it is shifted along the z-axis by an infinitesimal amount, confirming
that this is the zero mode corresponding to translation invariance.

Though not surprising, the presence of a zero mode does present us with a problem;
it is unlikely that, with the "spring constant” ws equal to zero, the wave function of the
kink system will remain localised around the kink solution. Instead, it will probably tend
to spread in the direction of 1,40, making our approximation invalid. The zero mode will
also cause computational difficulties; higher order terms in the perturbation series will
have the zero frequency in their denominators. It is obvious that we should really develop
a formalism for dealing with zero modes before we go on. We will do this in the next
section. However, for now, let us assume that the wave function is localised around the
kink at ¢ = 0 and that the spreading in the 74 o-direction takes place very slowly. At least
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on a short time scale we should then be able to ignore the effect of the zero mode on the
energy of the system and carry on our analysis as if nothing had happened.
The equation for the energy that follows from (1.4) is

B, — 2\/;)\7”3 + <nd,1 + %) h\/gm +) { (n(q) + %) hm\/% + 2q2} (1.17)

Where the first term is the classical kink energy and the second and third terms are the
quantum corrections. I have kept the summation sign, because writing an integration
would introduce an artificial difference in the way the discrete and continuum modes
are treated. If one wants to make this (divergent) formula at least formally correct, a
good option is to restrict the theory to a finite volume and introduce periodic boundary
conditions, thus discretising the g-spectrum.

I will now give a particle interpretation of these results as promised. First of all, note
that the lowest energy state in the kink spectrum can not be identified as a vacuum. There
are at least two good reasons for this. First, the kink state is not translation invariant.
Second, we already identified the lowest energy states located around the two absolute
minima of the potential as vacua; those two states obviously have lower energy than all
other states, including the lowest energy state in the kink spectrum. If the kink state
of lowest energy is not a vacuum, there must be one or more particles present. If there
were more than one particle, we would expect several quantum numbers characterising
the particles’ momenta to appear in the energy. Also, if the particles were far enough
apart for their interactions to be negligible, we would expect to find a several zero modes,
one for a shift in the position of each particle. As we don’t see any of this naturally arise,
we assume we are dealing with one particle at rest. Of course, in principle there could also
be several particles at rest near each other. This would then most likely be some kind of
bound state, which is the same as one particle for our purposes. Calculation of the mass
of the kink state [10] shows that it is equal to 2¢/2m?/3\ to order hA°, which, for small
A, is much larger than the mass of a meson. This shows that we really have a new kind
of particle here. We also see that the presence of this species of particle could never have
been derived in perturbation theory; the mass tends to to infinity as the perturbation
constant tends to zero.

Now we have established the kink as a kind of extended particle, we can interpret
the excitations of the w,;-mode as excited states of this particle. All we have to do now
is give an interpretation to the continuum modes. This can be done by looking at the
asymptotic behaviour of the functions 7,. We see that

a(2) — €(##39@) (2 4o

with

d(q) = —2arg(3¢/(2 — ¢°))

Remembering that z = mxz/v/2 and 7j,(z) = n,(x), we see that, for large |z, n,() is just
the wave function for a freely moving meson with momentum hmg/v/2. Somewhere on
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its "path” from x = —o0 to & = 400, this meson has its phase shifted by an amount §(q).
This phase shift has to be due to some kind of interaction. In our calculation of the energy
levels for the vacuum sector, the mesons did not interact with each other. Therefore, it
is most likely that the phase shift is due to an interaction with the kink particle located
around the origin. Thus, we can interpret the continuum modes as states of mesons that
scatter off the kink.

1.5 Treatment of Zero Modes

In this section, I will deal with the treatment of zero modes in the canonical quantisation
formalism. Most of this section is based on the treatment by Christ and Lee [11]. Some
remarks on the validity of their method and on finding zero modes are added.

1.5.1 Finding Zero Modes

In section 1.4, we introduced zero modes. For clarity, I will start this paragraph with a
definition of a zero mode.

Definition 1 Suppose we have a solution & to the equations of motion for some theory.
A zero mode of ¢ is then a time independent deformation n of this solution such that for
the potential energy V' of the theory, one has V]p + An] = Vo] + O(N\?) as A approaches
zero.

Notice that, because the zero mode is time independent, it will not only keep the
potential energy fixed to second order, but also the total energy and the action.

Now when we have a classical solution q~5, we may find its zero modes straight from
the above definition. To do that, we have to deform phi to ¢+ d¢, write down the second
order variation of the potential energy and somehow find out which deformations of ¢
make this second order variation equal to zero. For the Lagrangian (1.1), we have done
exactly this in section (1.4) and this led to the result that the zero modes were just the

solutions to the equation
02U
—(0,)? -
[ G+ (a¢2 )g)

This equation is just equation (1.12) with the eigenvalue w? set to zero. Now we
note the following: The above equation is just the linearisation of the equation of motion
(1.2) for this model. That is, the above equation is exactly the equation that the time
independent deformation 7 has to satisfy to make sure that the deformed solution b+ n
is still a solution to the equation of motion (1.2) to first order in 7. I will now argue that
this is not a coincidence, but that zero modes should in fact always be solutions to the
linearised equations of motion. The argument runs as follows. Given a basis {¢;} for the
configuration space of our theory, we may write n = n,¢; and consequently

n=70

Slo + n) = S[¢] + 8;S[]n; + 0:0;S[¢]nin; + O(n?) (1.18)
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If we define the vector DS[¢] by DS[¢]; = 0;S[¢] and the matrix D%S[¢] by D*S[¢];; =

0;0;S[¢], then we may rewrite the above expansion as

S[d+n] = S[d]+ < n,DS[P] > + < n, D*S[¢]n > +O0(n°) (1.19)

Similarly, we may then write

DS[$ +n) = DS[¢] + D*S[g]n + O(n®) (1.20)

This equation is going to be important to us, because the derivative DS is related to
the equations of motion for the theory. To be more precise: if DS[¢] is zero, then ¢ is a
solution to the equations of motion.

Now suppose that gz~5 is a solution to the equations of motion and 7 is a zero mode of 7.
In that case, we know that the second and third terms in the expansion (1.19) are zero.
We would like to show that ¢ + 7 still solves the equations of motion to first order in 7,
as this implies our claim that eta is a solution to the linearised equations of motion. This
means we have to show that the second term in the expansion (1.20) for DS is zero. To
do this, we first change to a basis {¢;} in which the symmetric matrix D25(¢) is diagonal.
In terms of the new basis, we may write the third term in the expansion (1.19) as follows

<1, D?S[g)n >= il = 0

where the \; are the eigenvalues of D29 [gz;] and the 7); are the components of 1 in the new
basis. Now if ¢ is a (semi)stable classical solution, then all the eigenvalues \; of D2S will
be smaller than or equal to zero and hence it follows for all ¢ that 7; can be non zero
only if \; is zero. From this, one can then easily see that D?S [é]n = 0 and hence, we can
conclude from (1.20) that ¢ + 1 will solve the equations of motion to first order in .

The result we just derived has given us a powerful tool to find zero modes; we can just
solve the linearised equations of motion and check if the solutions we find are zero modes.
Note that this does not have to be the case. The reason for this lies in the precise nature
of the correspondence between the equations of motion and the equation DS = 0. When

we know that < &, DS[¢] >= 0 for all test functions £, then we can derive from this (by

partial integration) that ¢ satisfies the equations of motion. Conversely, if we know that
¢ satisfies the equations of motion, we may derive from this that < &, DS [QNS] >= 0 for
all test functions £. But now it becomes important how “test functions” are defined. If
a solution 7 to the linearised equations of motion does not come into this category, then
<n, DS[(% + n] > may be unequal to zero and may even diverge. Now from (1.19) and

(1.20), we see that we can write

S[d+n] = S[el+ < 1, DS[é + 1] > +0(n°)

and hence, the deformation n will certainly not leave S fixed if < n, DS[¢] > is not zero.
In fact,n will make the action diverge if < n, DS[¢ + n] > diverges.
A typical example of how things can go wrong is the theory given by
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£(0) = [ de{ (@0 - @uota)? + joter

The potential in this Lagrangian is clearly minimised by the unique field configuration
with ¢(z,t) = 0 for every x and t. The equation of motion for this Lagrangian is

xo— 20— =0

Note that this is a linear equation and thus equal to its own linearised version. This
means that zero modes will have to satisfy the time independent version of this equation.
Solving this, we find two linearly independent solutions:

However, these solutions are not zero modes in the sense of the definition above,
because one can easily verify that they make the action diverge. In the following, we will
often call zero modes in the sense of the definition above normalisable zero modes, whereas
we will call solutions to the linearised equations of motion non-normalisable zero modes.
The term “normalisable zero modes” stems from the fact that these zero modes have to
leave some norm finite that follows from the requirement that they leave the action, or
equivalently, the energy finite.

The above gives a general recipe for finding zero modes. However, physically interest-
ing potential energy functionals often have an interesting feature, which makes it much
easier to find their zero modes. These potentials are often invariant under certain groups
of transformations of the fields. We say that the zero modes that arise from these are a
consequence of spontaneous symmetry breaking. Zero modes that arise from such sym-
metry breaking can be found explicitly by differentiating with respect to the symmetry’s
parameters. Often, the symmetry involved is not just a symmetry of the potential energy,
but also a symmetry of the total energy. If this is the case, the quantisation of time
independent solutions simplifies considerably, as we will see. The kink model is a typical
example of a theory with the above feature; the model has translation symmetry, which
has one dimensional orbits, the kink breaks this symmetry and one zero mode arises as
a result. Also, the translation symmetry is a symmetry of the kink’s potential energy as
well as a symmetry of its total energy.

1.5.2 Collective Coordinates

In this section, I will describe a formalism for the semi-classical quantisation of solitons
that does take zero mode fluctuations into account (unlike the naive formalism we used
in section 1.4). This formalism is due to Christ and Lee [11]. It can be used for the
quantisation of both time dependent and time independent classical soliton solutions, but
we shall be most interested in the static case. In the static case, the Christ-Lee formalism
does not necessarily deal with all zero modes that are imaginable according to definition
1, but it does handle the ones due to variations along level surfaces of the potential energy,
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as we will see. Zero modes that are not of this type are not dealt with separately, but this
need not cause very much concern, because, if the original classical solution was stable, we
may hope that quantum fluctuations in the directions of these modes will be be restricted
by quartic or higher order terms in the potential.

For our account of the Christ-Lee formalism, we will work with a generalisation of our
toy Lagrangian (1.1) to arbitrary space dimensions. We use a slightly different notation,
with an explicit coupling constant g, following [11]:

L= / df{%aﬂqﬁm - g-2U<g¢>>} (1.21)

If we expand the potential U around one of its minima, the quadratic terms will have
order ¢°, the cubic terms order ¢' and so on. In particular, we see that the potential is
purely quadratic in the limit of g going to zero.

Let us suppose that we have found all solutions to the Euler-Lagrange equations for
(1.21) which have a certain energy £. Moreover, let us suppose that we have parameters
2% ..., 2% which parametrise this family of solutions. We can then write a particular
solution in this family as ¢(Z,t,2Y,... ,2%). We can remove the explicit time dependence
of such a solution by replacing the time independent parameters 2% by time dependent

parameters z;, that is, we can write

H(T,t, 20, 2% = (T, 0, 20 (8,20, 2%, 2k (t 2, 2Y))

It is not difficult to understand why we can do this. The parameters z} effectively describe
all possible initial conditions for the fields of a solution with energy &, while ¢ describes
the time evolution of the solution. However, every point on the orbit of a solution with
energy £ through field space is also a good initial point for such an orbit (Note that we
use the fact that time evolution keeps the energy fixed here). In short, we can say that
time evolution is really a motion on the space parametrised by the 2.

In fact, we can do even better than we did above; we may choose the 2, to be of the
form

2(t) = 2j + ugt (1.22)

where the u; are constants. The easiest way to see that this is possible, is to take one of
the parameters z, to be the parameter that describes the flow of the equations of motions
along the manifold parametrised by the z5. This will then have the form above while the
others will be time independent.

If the family o consists of (multi)soliton solutions to the equations of motion, then
there could be a more physical interpretation for the speeds wu; as well. In cases where
the individual solitons are far removed from each other, the u;, (or at least some of them)
could be identified with the velocity components of the solitons. The z? could then be
identified with the solitons’ initial positions.

Note that, in the important special case where the ¢(2) are all static solutions that
correspond to minima of the potential energy, the u will all be zero and the 2§ will just
be a set of coordinates for the manifold of minima of the potential energy.
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All the solutions ¢(7, Z) are of order g~!. We can see this as follows. If we define

This equation is independent of g and therefore, so is 0. Hence ¢ is of order ¢g~*. To get
more explicit perturbation series, we will often write ¢g~'o in stead of ¢.

To get an approximation to the quantum theory, the idea is to expand the field ¢
around the classical solution as follows:

SE ) =g o 2, 2k) + Y GBa(T 21, 2k) (1.23)

n=K+1

where for any Z, the 1,(Z) are a complete orthonormal set of functions subject to the

constraints
do
ditd v, 2L — ¢ 1.24
[a{unge) (1.24
In the static case, the functions %(E) are just the zero modes of ¢(2) that lie along the

equipotential surface parametrised by the 22. Thus, the constraints above just make sure
that all the 1), are orthogonal to all zero modes that lie along equipotential surfaces.
On the one hand, this means we will no longer have any problems with the quantisation
of coordinates associated to quantum fluctuations in the directions of zero modes. On
the other hand, we will somehow have to incorporate a description of these fluctuations
in our formalism if we want it to make any physical sense. We do this by elevating
the parameters z; into dynamical coordinates. These are called collective coordinates,
presumably because a change in one of the z; affects all the modes associated with the
¢n collectively.

Having made the expansion (1.23), the rest of the quantisation process is fairly straight-
forward: First, one writes the Hamiltonian in terms of the new coordinates ¢, and z; and
their conjugate momenta. Then, after dealing with some ordering difficulties, one sub-
stitutes the appropriate operators for these. Finally, one tries to find the solution to the
resulting quantum mechanical problem in terms of a power series in the coupling constant
g. A brief sketch and results of this procedure will be given in section 1.5.3.

In the rest of this section, I will give a geometrical interpretation to the expansion
(1.23) and comment briefly on its range of validity. To come to our geometrical inter-
pretation of (1.23), let us first have a look at the more conventional expansion given

by

G, 1) =g ' o(F, 21, 2k) + Y qu() (D), (1.25)
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where we do not impose restrictions on the complete orthonormal set of functions ¢,,. In
this expansion, the 1, correspond to a fixed choice of basis in the infinite dimensional
vector space M of allowed field configurations ¢(Z). The g, are used as coordinates that
describe the motion of a field configuration ¢ (7, t) through M. The expansion (1.25) is the
expansion of the fields we would use in a situation without zero modes. However, we are
now in a situation with zero modes. Therefore, we had to somehow change the expansion
(1.25) in such a way that we could deal with zero modes separately. Let us now describe
how one comes from the expansion (1.25) to the expansion (1.23).

Of the zero modes, the ones that have to be dealt with most urgently lie along the
sub-manifold S of M which consists of field configurations that lie on classical paths with
energy €. This manifold is parametrised by the 2. We would like to choose a new basis
for M in such a way that the first K elements of this basis lie along S and the rest
lie orthogonal to it. At least in the static case we would then be able to identify the
zero modes with the first K vectors in this basis and this would enable us to treat them
separately. However, it is easy to see that it is in general impossible to choose a basis
so that this condition is satisfied at all points of S at the same time. What we can do
is the following: for each point (z9,...,2z%) of S, we can find a basis ¥, (7,2%,...,2%)
which fulfills our condition at this particular point. What we have done in the expansion
(1.23), is to take a point Z(¢) on S and the coefficients ¢, (n > K) of the v,(Z) that
are orthogonal to S at this point as the coordinates that describe the motion of ¢(x,t)
through M.

It is now logical to ask whether it is possible to describe an arbitrary field configuration
¢(Z,t) in terms of these new coordinates. This will only be the case if, at all times ¢, we
can choose a point Z(t) on S so that ¢(Z) lies in the orthogonal complement to the tangent
plane to S at Z. It is not immediately obvious that one can always choose such a point.
Also, even if one can find a point Z(t) for every ¢, then there could still be other difficulties
which make it impossible to use the expansion (1.23) in practice. I will illustrate these
problems with some simple graphical examples.

For simplicity, let us work with a two-dimensional space of field configurations M and
let us assume for the moment that the sub-manifold S is just a circle. In this situation
there will be only one relevant vector in each of the bases ,(2) and I will denote this
1 (z). This situation is depicted in figure 1.2. In this figure we see the orbit of a field
configuration ¢(x,t) through M, as well as the orbit of the corresponding point Zz[(t)
through S. The contribution of 1 (z(t)) to ¢(t) is indicated by a vector from z(t) to ¢(t)
at several points on the orbit.

In this example, the expansion (1.23) works very well. The only problem that occurs
is the fact that the coordinates for ¢(x,t) are not uniquely determined: in stead of the
points z(t) chosen in the picture, we could also have chosen the diametrically opposed
points. However, in practical (semi-classical) calculations, this is unlikely to cause any
problem, because we would usually make a local approximation around points of S that
would make it impossible to "see” from one side of the circle what happens on the other
side

Let us now look at figure 1.3(a). Here, S is a ”"dented” closed curve in stead of a circle.
We see that in this case, we can still find a point on S for each point of the orbit of ¢.
However, we also notice that the collective coordinates corresponding to these points may
have to make a jump on S as ¢ varies. This would introduce an artificial discontinuity
into our model. In our two-dimensional example, it is easy to see that this situation will
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\

S

Figure 1.2: path of a field configuration ¢ and its orthogonal projection on the circle S

occur less and less as we require the orbit of ¢ to be closer to S. In particular, in the limit
of weak coupling (¢ — 0), we expect it to disappear, unless S has a pathological shape
similar to that drawn in figure 1.3(b).

</ ‘b

(a) (b)

Figure 1.3: (a) path of a field configuration ¢ and its orthogonal projection on a dented curve S

(b) picture of a pathological curve

Now have a look at figure 1.4. Here we have taken the manifold S to be a line segment.
In this example, we cannot always find collective coordinates for ¢(z, ).

o ()

) .

Figure 1.4: path of a field configuration ¢ and its orthogonal projection on the line segment S

Fortunately, there is some reason to believe that this problem will not occur in phys-
ically interesting situations, especially in finite-dimensional configuration spaces. I will
now give a simple intuitive argument why.

First, we notice that the set S of equal energy solutions to the equations of motion
will be a closed set if the energy and the action are continuous. This follows because S
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is the intersection of the complete original of a point with respect to the action and the
complete original with respect to a point of the energy. Let us now assume that the set .S
is also a manifold in the strict mathematical sense of the word. This will almost always
be the case in physical applications. Given a point p in configuration space, we can now
define a function f on S as follows: for every s in S we take f(s) equal to the distance
between s and p in configuration space. If S is now bounded in configuration space, then
f will have to take a minimum value in a point z of S. The line through p and z will
now have to intersect S at right angles, because if it did not, it would be possible to find
a point on S near z with a smaller distance to p than z. Here it is crucial that S is a
manifold, because this guarantees that one can go in a direction towards p without leaving
S. If S is not a manifold, this does not have to be the case (cf. the line segment example
with the endpoints of the line segment included in S). The argument can be extended
to the case of closed, but unbounded manifolds S by restricting the distance function to
a closed sphere around p that contains points of S. Of course this argument only works
for finite-dimensional configuration spaces, but it does seem to give hope for the general
situation.

Concluding, the main points we can make about the validity of the collective method
are the following:

e In general, it may not be possible to find collective coordinates for all allowed field
configurations, but the situation for physically interesting situations seems to be
more hopeful.

e Discontinuous changes in the collective coordinates may sometimes be necessary to
describe continuous fluctuations of the fields in time. Except in pathological cases,
this problem will disappear at weak coupling. The speed at which this happens will
of course depend on the geometry of the manifold of equal energy solutions to the
equations of motion.

e There may be several sets of collective coordinates that describe the same field
configuration. In the semi-classical approximation, this problem will probably dis-
appear; only one of the possibilities will be seen.

1.5.3 Some Results of the Collective Coordinate Method

In this section, we will quantise the Lagrangian (1.21) in terms of the coordinates z; and
¢» introduced in the previous section. First we write the Lagrangian in terms of these:

K ) 00 2
=) . [ 400 O :
b= fard S (10 3 wh) e > a

G %[g*(vfm > au(Ven)

n=K-+1

2 LS
—1—9_2U (0_‘1’9 Z ann> (126)

n=K+1

where the derivatives of ¢ and the 1, have been taken with the z; and ¥ regarded as
independent variables. In the following we will sum over all repeated indices, where we
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take the convention that indices k, &’ range from 1 to K and indices n, n’ range from K +1
to infinity. Let us now introduce a mass matrix M(zy, ¢,) with elements given by:

— — ao- awn _ 80 8¢TL/
J— 1_ — 1 ! .
Miw = /dx { (g Oz + 5Zk) (g Oz 4 Oz )} (1.27)
awn’

8zk
Mnn’ = 6nn’

. Further, let us define

U() = U(6) + 5 (Vo)

It is not difficult to see that, with these definitions, the Lagrangian can be rewritten as

1. . . . . . _ .
L= 5 (ZkMkk’Zk’ + 2ZkMkTLQn + QnMnn’Qn’) —g 2 / dz {U(U + Qann)}

(hence the name ”"mass matrix”). The momenta conjugate to z; and ¢, are now

Ty = Mnkzk + Mnn’q;

or, in matrix form

We can now write down the Hamiltonian:

1 o
H = ipk(Miwkk’pk’ +pk(M71>kn7Tn + 7Tn<M71)nn’7Tn’ + 92/d:€ {U(U + anwn)}

(1.29)

We would now like to convert this classical Hamiltonian into a differential operator by
making the standard substitution p, — —i0,,, m, — —i0y,. However, the differential
operator we obtain this way depends on the order of the factors in the first two terms of
(1.29), as these contain both coordinates and their conjugate momenta. Therefore, to have
a consistent quantisation scheme, we have to determine an ordering for the Hamiltonian
before making the given substitution.

Now if we had expanded the field ¢ in terms of a complete set of orthonormal functions
U, (Z) with coefficients Q(t) in stead of using the collective coordinate expansion (1.23),
then the Hamiltonian would have taken the form
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H=-2-Y —+V(Q) (1.30)

for some potential energy function V. Here we have no ordering difficulties, as coordinates
and momenta do not occur in the same term. We can now determine the correct ordering
for (1.29) by requiring that, as a differential operator, this expression is equal to (1.30),
expressed in terms of the variables ¢, and z,.

First, we give a formula which enables us to express (1.30) in terms of an arbitrary set
of variables. Suppose we have to sets of variables x...x; and y; ...y with the x; given
as functions of the y;. Then we have

l !
o? 19, . 0
_ — . J— 1.31

where the elements of the matrix m are given by

: ox, 0x,
m;;, =
! r=1 ayl ayj

and where J is the square root of the determinant of m. I will not prove this formula here,
but just use it as a given. In our case, the matrix m is just the mass matrix M, as can
be easily checked. Here we encounter a problem, namely the fact that M is an infinite
dimensional matrix. Even if we assume that the above formulae are valid for infinite
dimensional matrices, we still need the determinant of M to apply them. Fortunately,
it turns out that we can reduce the determinant of M to that of a finite dimensional
(K x K)-matrix. To this end we write M as the product of a matrix @) and its transpose

Q', with @ of the form
A B
o= (5 1)

where A is a (K x K)-matrix and B is a (K X oo)-matrix. If we take By, = My, then it
follows that we will indeed have M = QQ" if A satisfies
(A = Mgy — My M.

Since the right hand side of this equation is a symmetric matrix, we will be able to find
an A which satisfies this requirement. Looking back, we see that

J = /det(M) = det(Q) = det(A) = v/det(A2) = \/det(Myp — My M,yy) — (1.32)

Now we can write down the correctly ordered form of the Hamiltonian:
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1
H = §<]_1 [pk(M_l)kk’ka’ +pk(M_1>knJ7Tn + ﬂ-n(M_l)nk(]pk + ﬂ-n(M_1>nn’<]7Tn’} +
gz/df{U(O + 9Gntn) } (1.33)

If we consider the p, and m, as operators, then this Hamiltonian describes the quantum
mechanics of our theory.

Now that we have the Hamiltonian, we would like to find some way of solving its
eigenvalue equation

HY = EV. (1.34)

to some order in g, starting with order g2, which should be the leading contribution, as
the classical solution was of this order. The first thing we need to do is to find out which
terms in the equation (1.34) are actually of order g~2. To do this, we need to have some
information on the g-dependence of p,¥ and 7, ¥. We will have to make a guess, based
on the behaviour of the classical momenta p, and 7,. Before quantisation, these were
given by the expression (1.28). On expanding the matrix elements in these expressions
we can read off their g-dependence and we find that the p, were of order g2, while the
7, were of order g°. At least in the semi-classical approximation that we use, we want the
expectation values of the operators p, and 7, to exhibit the same behaviour. Therefore,
we shall conjecture

Pl =0(g97%) (1.35)

and

T, ¥ = O(g"). (1.36)

Armed with these conjectures we can extract the terms of order g=2 from the eigenvalue
equation (1.34) as follows: First we note that the (M ~!)g and the (M~1),,. are of order
g%, while the (M~1),,,, are of order ¢g". If we now take into account that the derivatives
% and % do not lower the order of terms when they act on J or on elements of M !,
then we see that the terms in (1.34) involving (M ™1),,.,, (M~ '), and (M~1),; are of
higher order then the remaining two terms and can therefore be ignored to lowest order.

Next, it is easy to see that, to order g%, we must have

(Mg = (Mg i

where M is the K x K matrix with elements

Oo Oo
M) = 7 — 1.
( O)kk /daj {aZk azk/ } ( 37)
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Further, we note that we do not have to expand the complicated factors J and J~!
in the term containing (M~ ');,. This is because all the terms in which J has to be
differentiated are of higher order in g then the ones in which we have to differentiates .
This leaves us with terms in which the factors .J and J~! cancel each other. In the same
way, we get rid of all terms in which (M ')z has to be differentiated.

Using all this, we find that the terms of order g2 in (1.34) involve only the z, and
can be written

5<M51>’“’“’a%€6§k/ + /df{U(a(f, z))}} U =EV (1.38)

Now note that the second term in this equation is just a constant, independent of Z,
because it is exactly the potential energy of the classical solution corresponding to o(Z, 2).
This means that, to this order in g, we can work with an effective Hamiltonian given by

1
H = §(M0_1)kk’pkpk’- (1.39)

This is just the Hamiltonian for geodesic motion on the manifold S parametrised by the 2},
when this is endowed with the metric (M; ). Notice (Mg ') is just the Riemannian
metric on S, which comes from the £ metric on the space of field configurations. It
turns out that in many interesting models a description of the low energy dynamics of
solitons in terms of geodesic motion on a manifold like S is possible. We will return to
this idea in section 1.6. Before proceeding, let us make two interesting remarks about the
Hamiltonian (1.39).

First of all, we see from the definition (1.37) that the zero modes have to be normal-
isable to make the metric nonsingular. This is just an expression of the fact (noted in
section 1.5.1) that zero modes have to be normalisable to make the energy converge.

Secondly, we see that each of the momenta p, commutes with the Hamiltonian (1.39)
to leading order (commuting one of the p, with M;* will in general produce changes in
higher orders). This means that to leading order, we should be able to choose ¥ to be
an eigenfunction of H_ 5 and all the p; at the same time. It would seem likely that our
approximation scheme will work best if we choose the expectation values of the p, equal
to the classical values of the py.

In ([11]), Christ and Lee make the above argument more explicit. They incorporate
the conjectures (1.35) and (1.36) in an ansatz for the energy eigenfunctions ¥,:

Uo(Z,) = 4Dy (Z,0) (1.40)

where £(2) is independent of g and y, is independent of g at least to leading order.
Then, they find the equation (1.38) in terms of &.

Log
2 8zk
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82}4

(Mg ™) + /V(a(f, 2))d¥ — g°E =0 (1.41)

They prove that it is possible to choose a unique function £ so that it satisfies (1.41) and
the condition
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3

aZk = (Mo)kk/uk/ (142)

and that with ¢ chosen in this way, the terms of order ¢~! in the eigenvalue equation
(1.34) vanish. The constants uy in (1.42) are the same as those appearing in (1.22) and
thus we have the identity Z; = uy before quantisation. With (1.28) we then see that our
approximation is indeed improved if we choose ¥ so that it gives the momenta py their
classical values (to leading order), just as we expected before.

From (1.42), we can also note another interesting fact: Substituting into equation
(1.38), we see that the energy £ in this equation is given by

E=g>? |:Uk(M(])kk:’Uk’ - /df{‘_/(a(:ﬁ 5))}}

which is just the energy of the classical solution.

Let us now go on with the choice of S that eliminates the terms of order ¢g~! and go on
with a brief description of the terms of order ¢°. These are obtained by expanding M !
and U to second order in the quantum fluctuations g,1,. We will limit ourselves to the
case where the classical solutions to the equations of motions we started from are static.
This means that all the uy are zero. The general case is treated in [11]

To obtain the terms of order ¢°, we look back to the Hamiltonian (1.33). Using our
previous observations on M ™!, it is not difficult to see that the order ¢° contributions
from the terms that contain one of the p, will always have to contain a factor % for
some k. Using equation (1.42) we see that all these terms will vanish, as in our case, we
have @ = 0. This means we are left with the contributions that come from the last two
terms in the Hamiltonian. From this point it follows easily that, in the static case, the
terms of order ¢° in the eigenvalue equation (1.34) are given by:

1 1
|:§7Tn7rn + §Qnan’Qn’ - Ea‘| Xa = 0 (143)

where F),,, is the n,n’ matrix element of the operator F' given by

Fly] = {—VZ + W} . (1.44)

In the static case, the zero modes % are exactly all the eigenstates of this operator with
eigenvalue zero. Therefore, we can choose the 1, so, that they are eigenfunctions of the
operator F, as well as orthogonal to the zero modes. (,?7‘;. With this choice of v,,, we can
rewrite (1.43) as

1 1
éﬂ'nﬂ'n + §ann<Z>Qn - Ea Xa = 0 (145)

—

where w, (%) is the eigenvalue corresponding to 1, (%)
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Note that, even though we started from a static classical solution, this does not mean
that the operator z which appears in this equation is independent of time. In fact, there
is a good argument why this is usually not the case; suppose for a moment that z is time
independent. In that case we are just dealing with a system of infinitely many harmonic
oscillators and the usual energy spectrum will follow:

1
E, = N, + =)w,(2). 1.46
D20+ enl) (1.46)
where the V,, are occupation numbers. Now if the w, depend on Z, then the system will
in general be able to lower its potential energy by moving from states with high J(2) into
states with lower &(Z). Naturally, this process will make Z’ time dependent.

In fact, it is possible to get a feeling for this phenomenon at the classical level. Let us

take as an example a two dimensional system with a Hamiltonian given by

1
H(z,p.,y,py) = é(pi +p;) + V(z,y) (1.47)

Let us take the potential energy V(x,y) equal to e’”2y2 for the moment. This potential
energy is shown in figure 1.5.3

.:. ....A\‘\'\.\\\

Figure 1.5: Plot of the the potential energy V (z,y) in the Hamiltonian (1.47) as a function of z and y

It has a manifold of degenerate minima: the z-axis. Any point (z,0) will give a static
classical solution and we see that the coordinate x can be taken as a collective coordinate,
thus corresponding to 2 above. The Hamiltonian (1.47) can be taken to describe the
motion of a point particle through a canyon landscape. The z-axis is the bottom of the
canyon and to the sides of this axis, the walls of the canyon rise ever steeper as one moves
away from the space origin. To get a feeling for the effects that quantum fluctuations
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will cause in this system, it makes sense to study what happens in the classical system as
we slightly perturb the static solutions. Two numerical approximations for the temporal
behaviour of the coordinates z and y due to different perturbations are plotted in figure
(1.6).
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Figure 1.6: Numerical solutions to the equations of motion for (1.47) with initial conditions close to
the static solution x = y = 0. The thick line gives x(t), the thin line gives ten times y(¢).

From the graphs in this figure, we can clearly see that the ”collective coordinate” x
does not stay constant in time. In stead, it behaves roughly as if there was a potential
on the z-axis which increases for increasing |z|. In terms of our canyon analogy, this
means, that if we look only at the particle’s movement along the bottom of the canyon,
then it seems as if this bottom is not flat, but in stead rises as the walls of the canyon
become steeper. Study of different potentials shows a similar behaviour. From the figure,
we can also see how this behaviour of the motion along the canyon is linked to that of
the motion orthogonal to it. As the walls of the canyon get steeper, more and more of
the kinetic energy of the particle is transferred from the motion along the canyon into
the motion perpendicular to it, until the motion of the particle along the canyon finally
changes direction and then the reverse process takes place.

Now let us return to the system described by (1.45). If the frequencies w,, are indepen-
dent of 2z, then the equation is independent of time. This still does not necessarily mean
that the operator z will be independent of time (though we can expect that at least it’s
expectation value will be), but it does mean that (1.46) will give the right (time indepen-
dent) energy spectrum. It also ensures that if we take the y, to be the usual eigenstates
for a system of independent harmonic oscillators, they will provide eigenfunctions of the
original Hamiltonian accurate through order ¢° on insertion into the ansatz (1.40).

Now when will the frequencies w,, be independent of 2?7 A typical situation in which
this occurs is the situation in which all the zero modes arise as a result of spontaneous
breaking of a K parameter symmetry. In this case, one can identify the z; with the
parameters of this symmetry. The momenta p, = 0,» then become generators of the
symmetry and hence they have to commute with the Hamiltonian. It follows that the
matrix elements F,,,,» (and correspondingly the frequencies w,,) have to be independent of
Z, as promised. It also follows that the momenta p; are conserved. Restricting to states
with a definite value for each of these momenta, we have a non-degenerate ground state
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for the quantum theory to order ¢°.

1.5.4 Implications for the Kink System

I will now briefly describe the implications of the previous section’s results for the kink
system. In this case we have only one collective coordinate; the one related to spatial
translation. We will denote this Z. The momentum p; conjugate to Z is obviously just
the total momentum operator of the system and therefore we will write p; = P. In terms
of Z and P, the lowest order effective Hamiltonian (1.39) reduces to

P2
He = 3 [ du(9761)%(x, Z) (1.48)
2 [do(9z¢n)%(z — Z)
_ P _ (1.49)
2 [de(Oupr)?(x)  2My, '

where the M), in the last line denotes the classical mass of the kink. That this is equal to
[ dz(d,¢%)*(x) can be easily seen using equations (1.5) and (1.3). Thus we find that, to
lowest order in the coupling constant g, the quantum mechanics of the kink system can
be described by the Hamiltonian for a non-relativistic free particle with mass equal to the
classical mass of the kink. In fact, it is not difficult to see that the analogue to this result
holds for any soliton described by the Lagrangian (1.1) which has just one zero mode.

As in the previous section, we can improve this result by one order of g if we require
that the momentum corresponding to the collective coordinate be equal to its classical
value. In the case of the kink, this means that we set the total momentum P equal to
zero, thus ”pinning the kink to the origin”. Having done this, we could continue with the
calculation of the order ¢° terms, as given in equation (1.43). Finally, we would have to
solve the eigenvalue equation (1.45). Generally, this would be very difficult, because the
frequencies w,, in this equation would depend on the collective coordinates. However, for
the kink system, this is is not the case. This follows either by the general argument given
at the end of the previous section, or more directly by looking at the definition of the
operator F given in (1.44). If one notes that the potential energy V' in this definition is
translation independent, then one sees that F itself must be independent of the collective
coordinate Z. The w, will then also be independent of Z, as they are the eigenvalues of
F. Tt follows that the energy spectrum of a static kink is given by the harmonic oscillator
spectrum that we found in section (1.4) by just ignoring the zero mode. We conclude that
the results obtained in this section are good for a kink at rest.

Now what if we want to describe a moving kink ? In that case it makes more sense
to start from a time dependent classical solution; a Lorentz boosted version of the kink.
Again, we can choose P to be equal to its classical value and doing this makes sure that
the ¢g=2 term in the energy is just equal to the classical energy of the moving kink. The
quantum corrections are of order ¢° and it is shown in [11] that these are equal to the
corrections for the static case.
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1.6 Soliton Dynamics: The Geodesic Approximation

In principle, the formalism developed in the previous sections enables us to find a quantum
description of soliton phenomena, starting from an appropriate classical solution. If we
want to describe soliton dynamics, it would thus make sense to start with a classical
solution that has two or more solitons and a non trivial time dependence. At this point we
encounter a problem: it is usually very difficult to find time dependent classical solutions
with multiple solitons.

In many cases, this difficulty makes application of the collective coordinate method as
we have described it impossible. However, if we can find all static classical solutions with
the required number of solitons, then we can make an approximation that circumvents
this problem, at least in the limit where all the solitons’ properties (including location)
change very slowly. This approximation is the so called geodesic approximation. It was
first proposed by Manton [12] in the context of classical BPS-monopoles (we will come
back to these in chapter 4). I will now first describe how the approximation works and
afterwards, I will give arguments as to why it should work.

First, one finds all the minimal-energy static classical solutions in the soliton sector one
wishes to study. Though this is easier than finding time-dependent solutions, it is usually
still quite difficult, especially as the number of solitons involved increases. In fact, it is
not at all clear that static classical solutions will exist for arbitrary numbers of solitons.
However, if there are no long-range inter-soliton forces, then we can hope to construct
(approximate) static solutions by placing solitons in space at very large distances from
each other. The energy of such solutions should then be equal to the sum of the masses
of the individual solitons.

Second, one chooses a suitable set of collective coordinates for the space S of static
solutions and calculates the lowest order effective Hamiltonian for the static system as
given in (1.39). In particular, one has to find the metric M, ' in this equation. Remember
that this was just the Riemannian metric induced by the £? metric on the space of
field configurations M. The resulting Hamiltonian is then used to describe the quantum
mechanics of slowly moving solitons. Thus, one describes a configuration of slowly moving
solitons as a point particle in geodesic motion on the moduli space of static solutions,
endowed with the metric M.

Now why should this approximation work ? To answer this question, we have to look
back to our derivation of the lowest order effective Hamiltonian H_,. Note that the only
input we used to derive this result was the assumption that we could expand an arbitrary
field configuration ¢ in the form

o

S ) =g o 2, 2k) + Y G(On(T 21, 2K), (1.50)

n=K+1

where g~!o is the embedding into configuration space of some manifold S parametrised
by the z; and the 1), are subject to the constraints (1.24). The geometrical interpretation
of (1.50) which I gave in section 1.5.2, would seem to imply that this expansion is valid
if two conditions are satisfied. First: the manifold S must be sufficiently "nice”. Second,
and more importantly, the field configurations ¢ which we want to describe, must stay
near S at all times.
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Up to now, if we wanted to make an expansion around a classical solution with energy
&, we took S to be the manifold given by all field configurations that lay on a classical
path with this energy. The second condition above was then automatically satisfied if the
quantum corrections to the energy were small. Suppose now that we had started with
a classical solution with energy £ just a little bit higher than £. This solution would
not be confined to S. In stead, it would be forced to remain on the manifold S’ that
consists of all field configurations that lie on classical paths with energy £’. However,
if the difference between the energies £ and & was small enough, then every point on
S" would be very near a point of S. When this is the case, we can hope to describe an
arbitrary time dependent field configuration that stays near S’ in terms of the collective
coordinates for S! We can then go on to derive the order g2 effective Hamiltonian (1.39)
and this gives us the geodesic approximation. Note that in this approximation, we will
no longer be able to eliminate the terms of order ¢!, as we did in section 1.5.3. The
effective Hamiltonian should therefore be valid only up to corrections of order ¢g~!, not
up to corrections of order ¢g" as before.

Of course the above argument is not a proof of the validity of the geodesic approxima-
tion. For example, I have not said anything about the definition of distance in configura-
tion space, when it is clear that this would be absolutely crucial in a real proof. However,
I hope that the argument does at least give some intuition.

Another thing that should be noted, is that the above argument differs from the
argument given by Manton in his paper [12]. In this paper, Manton argued that the
classical scattering of the solitons involved could be described as geodesic motion on the
moduli space S. That is, if one works in the low speed limit and uses the following initial
conditions: The initial field configuration should be on S and the initial speed (in field
space) should be along S.

I will now give a nice argument which makes this approximation plausible. Let us
again look at the mechanical system given by the Lagrangian

L= (at¢> 8@) - V(¢) (1-51)

This describes the motion of a non-relativistic particle through a ”landscape” in which
"height” is given by V. The notation with the inner product is chosen in order to cover
both the finite dimensional and the infinite dimensional case (which includes field theory).
The equations of motion for this system are given by

oV

Obn,
Now suppose the potential V' has a manifold S of degenerate (local) minima. This cor-
responds to a flat ”"valley” in our landscape. Each point of this valley corresponds to a
static solution to the equations of motion. As usual, we will set the value of the potential
energy on S to zero. As in section (1.5.2), we expect that, in a neighbourhood of S, we
can find collective coordinates (z,1). Here, z would give local coordinates for S and v

would describe the directions normal to S. This inspires us to write down the following
ansatz for a solution ¢(t) of (1.52):

B2 = (1.52)

3(t) = ®(2(t)) + € (t). (1.53)
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Here, ¢ is an embedding of S into configuration space and epsilon is a small parameter.
If we can describe solutions in this way, then we expect that ¢ (¢) will describe rapid
oscillations perpendicular to S, while z(t) will describe a slow drift along S. Suppose we
have a solution to the equations of motion which is of the above form. We can then write
the energy of this solution as

2 V()
If we define the symmetric matrix L by L., = 6?;:/8321’ then we can rewrite this to give

Let us us denote the eigenvalues of L(z) by E,(z). For all z, we know that all the
E, (z) are greater than or equal to zero. This is because we assumed that the manifold S
is completely composed of minima of the potential. Now suppose there is a constant C'
greater than zero, so, that for all z, we have:

inf £,(z) > C. (1.56)

in that case, we can make the following estimate for the energy:

€ > (0:9(2), 019(2)) + Ce* (9, ). (1.57)

If the energy of our solution is of order €%, then the above estimate tells us that 9,¢ is of
order €2 and that 9 is of order 1. Moreover, we know that this is true for the entire time
interval for which the solution is defined, because the energy is a conserved quantity. Now
suppose we can prove local existence of solutions of the form (1.53) for initial locations
near S and low initial speeds. It then follows from the estimate above that we will have
solutions of that form that are defined all times. Next to the estimates for ¢ and 0,¢, we
also want to have estimates for the time derivatives of the z; and v,,. I will only give an
intuitive argument for these here. Since we expect the z; to describe a slow drift along
S, we do not expect the order of 0,z to exceed that of 0;¢. Let us therefore suppose that
O,z is of order €2. With this, it follows from our estlmate for 0;¢ that 0,1 is of order 1.
Another estlmate we will make is that 92z is of order 2. This basically means that we
do not allow 0,z to have fluctuations of its own order (e ) on a time scale of order 1. To
me, this seems to be a reasonable assumption. We certainly do not exclude the possibility
that 0,z changes significantly over a longer time (say a time of order ¢).

Let us now substitute the ansatz (1.53) into the equations of motion. This yields the
equations

OPfy — é&f@n(z(t)) Lo (2t + O(E). (1.58)

Using our estimates for 9,2, 9?2 and v, we can conclude from these equations that 921} is
of order 1. Next to the equations of motion above, we have the requirement that the v,
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should be normal to S. Since ® is an embedding of S into configuration space, we can
write this requirement in terms of the partial derivatives 0,, ®. We must have (cf. (1.24))

(¢, 0., @) = 0. (1.59)

Differentiating this twice with respect to time, we get

(0740, 0.,®) + 2(00), 0,0., ®) + (¥, 020, @) =0 (1.60)

and when we substitute for 9?1 from (1.58), this leads to the following equation:

L2 0,.0) = (L(=)0.0,®) — 200,00,9) — (0.50,9) + O(). (16
The inner product on the left hand side of this equation is just the acceleration of the
point ®(z(t)) in the directions along the manifold S. This means that, if the right hand
side is zero, W(z(t)) is in geodesic motion.

The first term on the right hand side is identically zero: The matrix L is symmetric and
., ® is an eigenvector of L with eigenvalue zero. Using our estimates for v, 9,1, 021, O,z
and 0?7z, we can estimate the other terms to be of order €. Thus we find

(0}®,0,,®) = O(e*). (1.62)

This allows us to conclude that, on a time scale of order %, the velocity of ® along S
can only be modified by amounts of order . Since we estimated the speed of ® along
S to be of order €? to start with, this means that, as we take € to zero, the motion of ®
approaches geodesic motion on S.



Chapter 2

Yang-Mills Instantons

This chapter is about instanton solutions of the FEuclidean Yang-Mills equations, or in
short: Yang-Mills instantons. The Yang-Mills equations are the field equations of Yang-
Mills theory, a field theory which I will introduce shortly. Instantons are solutions to
these equations which have finite action. The requirement of finite action implies that
the Lagrangian density of an instanton has to be localised in both space and time (hence
the name ”instanton”). Instantons have many uses in physics (see for example [13]), but
we are mainly interested in them because of their connection with the monopoles we will
be dealing with in chapter 3 and onward. These in turn are solitons of the so called
Yang-Mills-Higgs equations.

The aim of this chapter then, is twofold. Firstly, we want to introduce some concepts
from Yang-Mills theory which will be important in the rest of this thesis and secondly,
we want to describe a method to find instanton solutions which we will later turn out to
be of use in the search for monopoles.

2.1 Yang-Mills Theory

Yang-Mills theory is an example of a gauge theory. Mathematically, this is a principal
bundle, that is, a fibre bundle which has a Lie group G as its fibre. In physical terms,
Yang-Mills theory can be seen as an extension of electromagnetism. The most important
ingredients for a gauge theory are a connection A on the principal bundle and a curvature
F' associated with this connection. In analogy with electromagnetism, A is called the
vector potential (or gauge potential) and F' is called the (gauge) field. The base space for
the bundle is identified with physical space time and we shall take it to be R*. A and F'
can thus be seen as fields in space time.

For physical purposes, it is not very practical to describe gauge theories in terms
bundles with Lie groups for fibres. In practice, one usually works with vector bundles in
which the fibre is a vector space C" on which the group G acts through a representation.
One can then describe A, F and any other objects one wants to have in the theory in
terms of coordinates on the vector spaces C". Of course, before one can use coordinates,
one has to choose a basis for each fibre in the bundle. Such a choice of bases is called
a gauge. Gauges are not invariant under the action of the group G. One can go from
one gauge to another by means of coordinate transformations with matrices in the chosen
representation of G. This is called performing a gauge transformation. It should be
clear that gauge transformations will only change the coordinate description of physical

37
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quantities and not the actual quantities themselves. Therefore, connections and fields
which can be gauge transformed onto each other will be identified for physical purposes.

Let us make all this a bit more tangible. First, we define a gauge potential. This is
a set of functions 4, (n = 1...4) on R* which take values in a representation of the
algebra of the group G. Here, we see G as a group of matrices and thus the A, will just
be matrix valued functions. Under a gauge transformation, A, must transform as follows:

_ 1 _
A, — g A9+ =9 10,9,

where g(z) is a differentiable G-valued function on R* and e is the fundamental electric
charge Once we have a potential, we can define a gauge covariant derivative as follows:

V,=0,+¢eA,

The derivative V will act on sections of the vector bundle. These can be seen as functions

on R* with values in C", where n is the dimension of the representation chosen for G.

The transformation rule for A is chosen so that the derivative V is in fact covariant, that

is, so that Vg1 = ¢V ,1, with ¢ an arbitrary (differentiable) vector function on R*.
The gauge field F),, associated with the potential A, is defined by

1
Fu = Z[Vi, Vil = (00 Ay) = (0,A,) + e[ A, A

its behaviour under gauge transformations is given by

F,, — g_le,g

which follows from the transformation rule for A. Note that F' commutes with gauge
transformations, in correspondence with the requirement that physical observables must
be independent of the chosen gauge.

We will also need a covariant derivative D, on matrix valued functions which behave
like F},, under gauge transformations. This is defined as follows:

D,® = [Vﬂu P] = 0, P + e[Am D]
Covariance of this derivative is easily checked: one has D, (¢®g') = gD, Pg~ " so that
D, ® transforms the way ® does, as desired.

Now that we have introduced all this machinery that is common to all gauge theories,
We can define an action for YM-theory: !

S = —% /d4x Tr {F,, F"™} (2.1)

'Note that, for convenience, we will set e = 1 in the rest of this chapter.
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By the cyclic property of the trace this action is invariant under gauge transformations,
so the physics of the theory is independent of the choice of gauge. The field equations are
now

D,F,, + D,F,, + D,F,, = 0 (2.2)
D,F, = 0

The first of these equations is just the Bianchi identity of differential geometry and it
follows easily from the definition of F,,. and D in terms of V that this equation is
satisfied independent of the form of the action. The second equation is specific to this
theory and is therefore called the Yang-Mills equation. In the next section, we will study
the relation between the Yang Mills equation and self-(anti-)duality of the field F.

2.2 Self-Duality

If we define *F', the dual of F', as follows:

F, =, (2.4)

then (2.3) can be rewritten as:

D,"F,. +D,"F,,+ D, "F,, =0

thus assuming the same form as equation (2.2), only for *F in stead of F'. Now if we can
find a potential A so that F is self-dual or anti self-dual (that is, *F' = F or *F = —F
resp.), then both field equations will be satisfied; the first because it is a consequence of
the way F' is constructed from A and the second because it follows from the first with
(anti) self-duality. It turns out that if a Euclidean metric is used on R*, it is also possible
to prove a kind of converse to this result for finite action solutions to the field equations.
I will proceed to do this.

First, it is of interest to know under what conditions on the potential A the action
integral converges. It is obvious that a necessary condition for convergence is that F'(x)
tends to zero as x tends to infinity. It is also clear that this condition will be satisfied if
A(z) and its first derivatives tend to zero for « to infinity. However, because the condition
that F' tend to zero is gauge invariant, we can also take A tending to any gauge transform
of to zero instead of zero itself. Thus the we demand:

Au(@) = g7 (2)dug(z)  (z — o) (2.5)

It can actually be proved that this is implied by the requirement that F' approach zero
on the edge of space, so it follows that this condition on A is necessary for convergence
of the action. Several interesting remarks can be made about this condition.

First of all, the gauge transformation ¢ mentioned in it does not necessarily have to be
defined for all values of x, but only for large values, that is values outside a three-sphere
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of large radius, say R. In fact, if we restrict g to a sphere of radius larger than R, then
we get a function of S? into the gauge group G, which will have an integer topological
invariant & analogous to the degree of a map of S% into S®. This invariant will have
the same value on any sphere of radius greater than R, because all these restrictions of
g, when pulled back to the sphere of radius R + 1 by orthogonal projection will give
continuous deformations of the restriction of g to this particular sphere. Therefore we can
say that g itself has an integer topological invariant &k (continuous transformations of g
induce continuous transformations of the restrictions of g to the aforementioned spheres).
It can be shown that g can be globally defined on R* if and only if k is equal to zero.

Second, the condition (2.5) can be incorporated in the condition that A, be extendable
to a potential on the four dimensional sphere obtained by adding to R* a point at infinity.
In fact, if we use the inverse of stereographic projection to map R* into S* then it is not
difficult to see that the requirement of finite action on R* is equivalent to the requirement
that the integral over S* of the volume form corresponding to the action be finite. Because
S% is compact, this will certainly be the case if this form can be extended to an integrable
volume form on all of S*. Of course, in principle, one could still have potentials which
give finite action on R*, but can not be continuously extended to S*. However, it turns
out that this does not happen. For a proof, see [14]. In the rest of this chapter we shall
therefore assume our potential to be continuous and defined on S*; this is equivalent to
requiring finiteness of the action.

On S* there is a theorem relating the integer invariant & mentioned above to an integral
expression in the field F. For the group SU(2), this is

8k = / Tr{F A F} (2.6)
g4

For other groups one has to take suitable multiples of k. The wedge product in the
equation can be calculated by taking for the antisymmetric tensor F' the antisymmetric
differential form associated with it. In local coordinates, this gives:

1
(FAF)ype = Ze“””"FWFpJ (2.7)

Using the same wedge product, we can rewrite the action (2.1) as follows:

S = —/ Tr{F A *F} (2.8)

If we now rewrite F' in terms of its self-dual and its anti-self-dual part:

F=Ft+F =(F+"'F)+(F-"F)

and if we note that the trace of the wedge of a self-dual and an anti-self-dual operator is
equal to zero, then we can rewrite the action (2.8) to give

S:/d4xTr{FAF—F+/\F+}
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We can also rewrite the equation (2.6) for the instanton number in terms of F'* and F~.
This yields

87T2k:/Tr{F+/\F++F/\F}

Combining these formulae, we find

S:87r2k—2/d4xTr{F+/\F+} = —87r2k—|—2/d4xTr{F‘/\F_}.

Since both of the trace terms that occur in this equation are positive, it follows that
we have

S > 82|kl

with equality if *F' = —sign(k)F. We thus find that if we fix any value for k, a potential
with this & which makes the action attain its minimal value of 87%|k| will give rise to a
self-dual field for k negative and an anti-self-dual field for k positive.

2.3 Constructing Potentials by Embedding

In this section I will describe a method to construct potentials for vector bundles that
applies to many interesting cases. In the next section, I will apply this method to construct
self-dual potentials on S%.

Suppose that we have a vector bundle E of rank n over a manifold X, which can be
embedded in the trivial bundle X x RN (N > n). With this, we mean that at each point
x of X, we can identify the fibre E, over z with an n-dimensional subspace of R in a
way which depends differentiably on x. In this situation, a section f of F can be identified
with a function F' of X into RY. A connection V on F can then be defined through:

(Vi) (x) = P(x)9,F (2.9)

Where for every x, P(z) is a linear projection of RY onto the subspace of RY that
corresponds to the fibre over z. Of course, P(x) will also be required to vary smoothly with
x. If no further conditions are imposed on P, then V will just be a GL(n,Q) connection,
where Q corresponds to the real numbers, the complex numbers, or the quaternions
2 depending on whether the manifold X is real, complex or quaternionic. If we do
impose further requirements on P however, then we can get connections and potentials
for subgroups of GL(n,Q). In particular, if we require that P(z) is orthogonal projection
for every x, then we get an O(n), U(n), or Sp(n) potential, depending on Q. The last
statement can be explicitly checked if we write the connection in terms of a gauge for the
bundle F, as we will now do.

2see the appendix for a definition and some more useful information about these
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A gauge u(zx) for E is a choice of basis for the fibre over x that varies differentiably
with z. In this case, this means that for every x, we can take u(x) to be an injective linear
map from R” into RY that has the fibre over x as its image. If we require u(z) to fix
the inner product, then the orthogonal projection P(x) will be given by P = wu*, while
u*u = 1. A section f of the bundle E' can now be written in the form f(z) = u(z)g(z),
where ¢ is a function on X with values in R™. This makes it possible for us to compute
the potential A, corresponding to our connection. We have:

VM(UQ) = UU*a,u(Ug) = u(@u(g) + U*(a,uu)g)

Which shows that the gauge potential is given by

A, =u"0u (2.10)

Mind that this formula does not imply that A, is gauge equivalent to zero, unless N = n.
If we now note that w*u = 1 implies that v*0,u = —0,(u*)u = —0,(u)*u, then we see
that A* = —A and thus that A, does indeed belong to the desired Lie algebra.

From the formula for the potential we find for the field:

F,, = 0,u*0,u — 0,u"0,u + [u*0,u, u*0,ul (2.11)

This formula gives the field in terms of n x n matrices, as one would expect for the field of
a bundle of rank n. However, because we have embedded E in X x RY, it is really more
natural in this case to work with fields and potentials in terms of the embedding, i.e. in
terms of N x N matrices. That way, we can actually do all necessary calculations without
ever choosing a gauge. I will now show how to do this, by recalculating the gauge field.

Let @Q = I — P be the complementary projection to P and define a potential A" and
corresponding covariant derivative V/ on X x RY by

AL = Q0,Q
V, = O+ A,

If we let V'’ work on a vector function f which takes values in the fibres of E, i.e. for which
Pf = f and thus Qf = 0, then we see that this covariant derivative is equal to V on E:

Vif = 0uf +QO.Qf =0uf + QO.Qf — QOL(Q) (2.12)
= auf - Qzauf = (1 - Q)auf = Pauf = Vuf

The expression for the field F},, corresponding to A’ is now calculated in the usual way,
through the formula

Fo = (0u4,) = (0,4,) + [A,, A
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This calculation is considerably simplified if one realises that the commutator term van-
ishes. This can be shown using 0,Q = Q0,0 + (0,Q)Q, which in turn follows from
Q? = Q. The final result of the calculation is given by:

F/,/LI/ = a,uQaVQ - al/QaHQ (213)

We will now check explicitly that this gives the same field as the equation (2.11). On
the way, we will obtain a useful formula for the gauge field which we will need later.
To do our check, let us look at the restriction F' of F’ to the sub-bundle of X x R"”
which we have identified with E. We can multiply F’ by P both on the left and on the
right without changing anything. Multiplying on the right changes nothing because every
vector function f which takes values ”in E” will have Pf = f. Multiplying on the left
nothing changes because on F, we have

PE,f = PV, V]f=P(V,V.f =V, Vuf) = P(V,V.f =V, V,.f)
= P(Pau(vuf) - Pau(vuf)) = Pau(vuf) - Pau(vuf) = [vu’ vl/]f = F;wf

where we have used (2.12) in the second and third step and P? = P in the fifth. Now
that we have established that F' = PF P, we can write

F,, = P(8,Q0,Q — 8,Q0,Q)P = P(8,Pd,P — 8,Pd,P)P (2.14)

using (2.13) and @ = I — P. At this point we can choose a gauge u. If we then substitute
P = (uu*) in (2.14), we get

F =ulu(0,(uu)0,(uu") — 0, (uu*)0, (uu"))u] u*

and after some algebra, the expression in the square brackets reduces to (2.11) as expected.
The useful formula for the field that I promised we would obtain during this calculation
is the formula (2.14). The reason that it is useful, is the fact that it makes it easy to
write the field in terms of a gauge for £+, the bundle complementary to E. This is by
definition the bundle that X as its base space and for which the fibre over x € X is the
orthogonal complement in Q" of the fibre over x in E. If v is an orthogonal gauge for E+,
then we will have Q = vv*. Substituting this into the second member of (2.14), we get

F,, = P(0,(vv*)0,(vv*) — 0, (vv*)0,(vv™)) P.

Using Pv = 0 and v*P = 0, this can be simplified to

F,, = P(0,v0,v" — 0,v0,v")P

This formula only holds if the gauge used is orthogonal. However, if we have a linear,
but not orthogonal gauge v, then we can still obtain an analogous formula, using a polar
decomposition of v. Such a decomposition is given by
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v =ap

where « is an N X k matrix which satisfies a*a = I,. Any matrix whose columns contain
an orthonormal base for the column space of v will fulfill this criterion and therefore, we
can find the columns for a good « by orthogonalising the columns of v. Once we have
a good a, it follows automatically that p?> = v*v. Also, o will in fact be an orthogonal
gauge for the bundle V' and so we will have Q = aa* = vp~—2v*. As before, we can now
substitute for @) in (2.14) to obtain

F,, = P(0,vp ?0,v* — d,vp 20,v*) P (2.15)

This formula will be crucial for the construction of self-dual fields in the next section. Note
that we do not need the explicit form of the matrices p and « to calculate F'; knowledge
of v suffices.

2.4 Construction of Sp(n) self-dual potentials

In this section, we will apply the general construction of potentials which we have just
introduced to the case where the base manifold X of the bundle is S*, or equivalently,
Pi(H). This will lead to a method for the construction of self-dual potentials for the
gauge groups Sp(n) and for arbitrary instanton number k. This method has been named
the ADHM-construction, after Atiyah, Hitchin, Drinfeld and Manin, who discovered it
[15]. At the end of this section we will formulate a theorem that states that the given
construction actually yields all possible self-dual field configurations. The material in this
section assumes some familiarity with the quaternions H. Readers unfamiliar with these
can consult appendix A for some useful information about these.
Let us start by defining a matrix-valued function v on H? :

v: (z,y) — Cx+ Dy (2.16)

Here (z,y) are the quaternionic coordinates on H?, while C' and D are constant (k+n) X k
matrices of quaternions. Let us now make the following assumption:

Rank(v(z,y)) = k for all (z,y) # (0,0) (2.17)

If this is satisfied, then the columns of v(z,y) will span a k-dimensional subspace V;, of
H*+7_ Tt is clear from the definition of v that this subspace depends only on the quotient
2y~ . This means we can see v as a way of associating a k dimensional quaternionic vector
space to each point in P (H). We simply take (z,y) to be the collective coordinates of a
point in P (H) and associate to this point the vector space V, . This recipe thus gives us
a quaternionic k-vector bundle V over P;(H) and with that a gauge, given by the columns
of v. Moreover, V is automatically embedded into P (H) x H"™* and thus we also have
the orthogonal bundle £ = V*, which naturally has quaternionic dimension n.
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Let us now give E the covariant derivative induced by the orthogonal projection P,
as in (2.9). After choosing a gauge for V, the curvature F' can then be calculated using
(2.15). Producing such a gauge is not difficult: In all points (z,y) of P;(H) which have
y # 0, the matrix v(z, 1) will do fine. Substituting this in (2.15) gives

F = PC{(9,x)p*0, — (0,x)p 20,2} C*P (2.18)

where p? = v*v = (zC* + D*)(Cz + D) and the bar denotes quaternionic conjugation.
Now suppose that p? is a matrix with only real entries. In other words, suppose

(zC* 4+ D*)(Cx + D) is a real matrix (2.19)

In that case, its inverse p—2 will also be a real matrix and hence it will commute with the
scalar quaternions 0,2 and J,x in (2.18). This means we can write

Fu = PCp~*{(9,2)0,@ — (9,2)0,x} C*P. (2:20)

It is now easy to see that F’s behaviour under duality will be completely determined by
the factor in curly brackets. But this term is self dual ! Hence, it follows that any v which
is defined as in (2.16) and which satisfies the conditions (2.17) and (2.19) will give rise to
a multi-instanton for the group Sp(n).

At this point, we have the field for an instanton solution, but we don’t have the
potential yet. Also, the field F is still given in terms of n + k& x n + k matrices, instead
of n x n matrices. Both these problems can be resolved by choosing an orthogonal gauge
for the bundle E. This is just a k + n X n matrix u(z) which satisfies the conditions

u'v = 0
wu = ILyxn. (2.21)

Once we have such a u, we can write the potential and field in terms of n X n matrices
using formulae (2.10) and (2.11)

Of course, we still have to verify that the instantons we have found will have the desired
value k for the instanton number. Though it is possible to check this by direct calculation,
it is more aesthetically pleasing to look at the question from a higher mathematical
viewpoint. The topological invariant we call the instanton number can be proved to be
additive for direct sums of bundles (see for example [16]). We will not do this here, but
we do notice that it can be easily seen from the integral formula (2.6) in the special
case where F),, is block diagonal with the curvatures of the summand bundles as blocks.
Now notice that the direct sum of the bundles £ and V = E* is just the trivial bundle
S x R*F)  Therefore, checking that E has instanton number k is equivalent to checking
that V' has instanton number —k. But V is by definition a direct sum of k quaternion
line bundles: Their fibres over the point (x,y) of P;(H) are just the lines given by all
quaternion multiples of the columns of v(x,y). Now each of these line bundles can be
identified with the standard line bundle over P;(H) which associates to (z,y) the line of all
scalar (quaternion) multiples of (z,y). This bundle has instanton number +1, depending
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on conventions. In our case, it has to be —1, which leads us to conclude that V' has
instanton number —k and therefore, F¥ has instanton number k.

Let us now look back at the definition of the matrix v(x,y) in (2.16). Though this
definition was a convenient starting point for the construction of instantons, it also intro-
duces a lot of unnecessary parameters. These correspond to the fact that there are many
different choices of the matrices C' and D that will make the columns of v span the same
subspace of H"**. In other words: the parameters in our construction do not only account
for the gauge freedom of the bundle g, but also for the gauge freedom on its complement
V. The extra parameters can be removed by choosing v to be of the following form:

o(z) = ( . —ikak ) (2.92)

where A is a constant n x k matrix and B is a constant k x k matrix. It is shown in [17]
that this can be done without loss of generality. With v in this form, the reality condition
(2.19) takes the form

N'A+B*B— B*z — B+ Zx is a real matrix.

But, taking into account that zx is always real and that the above condition has to hold
for all z, including x = 0, we see that this is equivalent to the two conditions

A*A+ B*B is a real matrix (2.23)
B*x +ZB s areal matrix for all z € H (2.24)

But one easily sees that the last of these conditions is equivalent to requiring:

B is a symmetric matrix (2.25)

The regularity condition (2.17) for v can also be written in terms of A and B. This gives

(B-—2)=0)A(AE=0)=E=0 (2.26)

where ¢ is a k vector of quaternions.
Now it turns out that if we have v in the form (2.22) we can actually find a u which
satisfies the conditions (2.21) explicitly. We start from the following ansatz for u :

u(z) = ( _[&ix" )a (2.27)

Here, U is a k x n matrix and o is a self adjoint n x n matrix. With u in this form, the
equations (2.21) become

—A+U*(B—zl) = 0
o = I+UU (2.28)
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As long as B — [ is invertible, we can solve the first equation for U*. This gives

U*=ANB -l (2.29)

Of course, this then also gives us U and ¢ and hence, we have determined u completely.
Substituting this u into (2.10), we obtain A, in terms of U and o :

A=0oU*0,(Uc)+ 0" '0,0. (2.30)

This expression will have singularities at points where B — x[ is not invertible, but these
singularities are not physical. They arose because we forced the gauge u to be of the form
(2.27) and we can remove them by an appropriate gauge transformation.

We now have a construction of instanton solutions for all symplectic gauge groups and
arbitrary instanton number. However, from the above, it is absolutely not clear whether
or not we will find all instantons in this way. In fact, at first sight, this would seem very
unlikely. Still, it is true, as was proved by Atiyah, Hitchin, Drinfeld and Manin [15]. We
will not give the proof here, as it would require mathematics beyond the scope of this
thesis. > We will however state the result for Sp(1) = SU(2) [15, 18, 19] in the form of a
theorem, as promised at the start of this section. This theorem also states when instanton
solutions derived from different matrices v are gauge equivalent.

Theorem 1 FEvery k-instanton for SU(2) arises from quaternionic parameters (A, B),
where A is a k vector and B is a symmetric k X k matriz. A and B are required to satisfy
the reality condition (2.23) and the regularity condition (2.26). In a certain gauge, the
potential corresponding to (A, B) will be given by

~ Im(U*0,U)

— 2.31
" 14+ U*U (2.31)

where U is equal to [N(B —xI)~'*. The singularities in A,,, which arise when (B —xI) is
singular, can be removed by a gauge transformation. The potentials defined by (A, B) and
(N, B') are gauge equivalent if and only if N = gAT and B' = T~'BT, with q € Sp(1)
and T € O(k).

The formula for A, given in this theorem can be easily derived from (2.30), if one realizes
that, for the case of Sp(1) = SU(2), o is actually just a real number. From the fact that
A, can be written as an imaginary quaternion, we can see explicitly that A, (z) € su(2),
as we would want for an SU(2) gauge potential. 4

2.5 Some explicit instanton solutions

After all the hard work we did to describe the general construction of instantons in the
previous section, it would be a shame not to use it. Let us start with the easiest case

3The interested reader may find a description of the proof which is somewhat less technical than the
original articles in [17]
4see appendix A for details about the identification of su(2) with the imaginary quaternions
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to which the construction applies: that of the SU(2) instanton with & = 1. In this case,
the parameters A and B are both just (scalar) quaternions. This means that the reality
condition (2.23) is automatically satisfied. Moreover, we see from theorem 1 that we can
use the gauge ambiguity to choose A to be a real number. Taking A to be a real number
unequal to zero, we also automatically satisfy the regularity condition (2.26). We now
have five parameters left, which describe all solutions with instanton number one. It is
easy to see that four of these, the ones contained in B, just correspond to a translation
of the space time origin. Also, we see that the parameter A is just an overall scale factor,
which will determine the size of the region of space time in which the influence of the
instanton will be felt. Therefore, let us restrict to the solution with B = 0 and A = 1.
U(x) will then be given by

_ —1\*x __ z
For the gauge potential, this gives
d,%)x — T(0,x) 10,
A = —(ZH B — Im | ——H 2.33
S (s Ve PR e (239

As expected, we have a singularity at x = 0. We have said before that we would be able
to remove any such singularities by a gauge transformation. In this case, this can easily
be shown explicitly. Using the quaternionic identity

Im[f(2),.f (x)] = (%) On <%) ’

we see that A, is asymptotically equal to a gauge transform of zero at = 0. We have

Ay~ ¢(x) " 0ud(@)

with ¢(z) = 2/|z|>. If we now perform the gauge transformation given by ¢~! = ¢, we
find the following form for A : °

_ Im[z0,7]

A =
P14 Jaf?

(2.34)

and we see that A is now regular everywhere on R*. The field F' also takes a nice form in
this gauge:

o 0,20,% — 0,20,
(T )2

(2.35)

>The one instanton formulae (2.34) and (2.35) we give here were actually found by Belavin et al.
before the existence of the the ADHM-construction [20].
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We can easily see that this F' is indeed self-dual, everywhere regular (even at infinity)
and that the Lagrangian density corresponding to F' is maximal at the space time origin,
where we had said the instanton would be located.

Now let us go on to multisolitons. We will choose the k£ vector A to be real and the
k x k matrix B to be diagonal,i.e.

A=, M), B =diag(by,. .. ,by), (2.36)

where the \; are real numbers and the b; are quaternions. With this choice of B and
A, the reality condition (2.23) is automatically satisfied. If all the b; are distinct and all
the \; are non zero, then the regularity condition (2.26) is also satisfied. Moreover, the
number of free parameters involved in the choice of the \; and b; stays the same if we
work modulo gauge transformations (see theorem (1)). It follows that the present choice
of A and B will give us a bk parameter family of instantons. These are the so called t
Hooft instantons.

Now let us calculate the gauge potential, using formula (2.31). The vector U in this
formula can be easily calculated; we have:

ZT; —bi
|z — b2

U, =—-\ (2.37)
We see that each of the U; is just the same as the function U which determines the
potential for a one instanton solution with scale \; at location b;. This has very interesting
consequences for the potential A. This is given by

k
Im [U;0,U;]
A, = s 2.38
g ;{1+|U1|2+...+\Uk|2} (2.38)
Now if we are at a space time location = that is far removed from all the locations b;,

then all the U; will be small. This means that all the terms |U;|?* in the denominator of
2.38 will be small and we have

k
A~ S U0} (@ — o)

i+1
from which we see that, asymptotically, the potential A is just the sum of the potentials
of k basic instantons, located at b; and with scales \;. Of course, instead of taking x
to infinity, we could also have taken the scales \; to zero. This confirms our previous
statement that the scale of an instanton determines the size of the space time area it
influences.

Now let us look near one of the instanton locations b;. Letting x approach b;, we see

that U; becomes very large compared to the Uy with k # . This means that we have,
asymptotically:

g 1+ |U;?
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but this is just the field of one instanton located at b;. Concluding, we can say that
near each of the locations b;, the field is like that of an instanton located at b;. Of course
this property will be valid in a limited area of space time, which will be largest if the
instantons are far apart and/or have small scale parameters, i.e. if the overlap between
the instantons is as small as possible.

The remarkable properties shown above confirm the intuitive expectation that one
should be able to build multi-instantons by superposition of instantons asymptotically far
removed from each other. However, from theorem 1, we can deduce that the family of
solutions given here does not nearly cover all of the possibilities. A count of the parameters
involved in the general construction gives 8k — 3 parameters for the general k instanton
(modulo gauge transformations) and we have only found a 5k parameter family here.
There seems to be no reason to expect that the other solutions will also be approximate
superpositions of single instantons. As we do not want to make Yang-Mills instantons the
main focus of this thesis, we shall not go into this question here, but go on to the subject
of magnetic monopoles.



Chapter 3

BPS-monopoles and Nahm’s
construction

3.1 The Georgi-Glashow model

Consider again a gauge theory, this time defined on R* with the Minkowskian metric,
with Lagrangian density:

1
L= —5Te(F, F™) + Te(D"®D, @) ~ U(®) (3.1)

This is called the Yang-Mills-Higgs Lagrangian density. The gauge group is taken to be
SU(2). F and D are defined as in chapter 2, ® a Lie algebra valued function that behaves
like F' under gauge transformations and U is a gauge invariant potential. For the potential
U, we take

A

U(®) = ~7 (Tr(9?) ~ ?)? (3.2)

with A and v positive real parameters. The equations of motion are:!
D,F*" = e|®, D" (3.3)
D'D,® = —\OTr(d? —v?). (3.4)
One of these equations, the analogue of Gauss’ law in electromagnetism, is not a real
dynamic equation, but rather a constraint on the initial conditions for the theory. We

can see this by writing this equation in the following form:

D;D; Ay + e[®, [®, Ag]] = D; A; + e[®, D] (3.5)

Here, the dot denotes time differentiation. Now one can show that the operator D;D; +
e[®, [®,]], which works on Ay, is invertible on functions that go to zero sufficiently rapidly

Inote that we have reinstated the fundamental electric charge e

o1
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at the edge of space, if the fields are such that the energy is finite. Therefore, if Ay
satisfies this condition, it is uniquely determined in terms of the other fields and their
derivatives. Thus we see that Ay is not really a dynamic variable independent of the other
fields. We could also have found this by calculating the conjugate momentum to Ay. This
is identically zero.

Now if we want to choose an initial field configuration for this theory, we can’t just
take any configuration, but we have to take a configuration which satisfies Gauss’ equation
above. Configurations which do not satisfy this equation are unphysical. The physical
configuration space of the theory is thus the space of field configurations which satisfy
Gauss’ equation, rather than the space of all field configurations.

Next to the equations of motion, we have the Bianchi identity

D, *F* =0 (3.6)

which follows from the definition of F'.

We want to take the model described by (3.1) a bit more seriously than the physically
rather uninteresting models we have studied up to now. For a start, we would like to
derive the particle spectrum. To do this, we first rewrite the Lagrangian in terms of
coordinates on su(2). ? We will use Roman indices for these, to distinguish them from
the space time coordinates. The Lagrangian density then takes the form

1 a auy ]~ a a )\ a a 2\2
L=~ Fp, P 4 DD D, P — 2(8°0" —0?) (3.7)

where the action of D, is described by

(D,®)° = 0,P + ec™™ AL D" (3.8)

A change of gauge can be viewed as a spacetime dependent rotation of the vectors ® and
F

pv-

To find the particle spectrum of our model, we have to look at the second order varia-
tion of the Lagrangian about the vacuum. If the vacuum corresponded to the configuration
with all fields equal to zero, we would have three massless vector bosons corresponding to
the A® and three massive scalars corresponding to the ®*. However, if we look closer, we
see that the configuration with zero fields does not minimise the energy and can therefore
not be identified with the vacuum. To write down an equation for the energy, we first

define fields ¥ and B in the usual way.

EY = F (3.9)
) 1 ..
B = _éekaajk (3.10)

where the spatial indices i, j, k run from one to three. The energy density is then given

by

2for details, see section A.2 in the appendix
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1
M = S{EE] + BB + Do®"Do®" + D;@D;®} + U(®). (3.11)

This expression is the 00-component of the energy-momentum tensor for this theory.
The energy-momentum tensor itself can be computed most easily by varying the metric
(around the Minkowskian metric) and taking as the energy-momentum tensor the varia-
tion of the action as a consequence of this procedure. For a proof that this works, see e.g.
21

We see that any field configuration which has the A, equal to zero and ¢ constant and
of length v will minimise the energy and therefore be suitable as a vacuum. Of course,
any gauge transform of these vacua will also be a vacuum. For now, let us choose the
vacuum to be given by A} = 0 and ®** = (0,0, v). If we now write

q):q)vac+¢

and choose the gauge in which ¢; = ¢ = 0, then we can rewrite the Lagrangian as

1o o . (€0)? (ev)?
e =m0 o2

50460,0° — LN ()

to second order in the fields and their derivatives. From this we conclude that, in stead
of three massless vector bosons and three massive scalars, we really have two massive
vector bosons, one massless vector boson and a massive scalar. In our present gauge, in
which & is forced to point in a fixed direction, the massive vector bosons are associated
with the components of A normal to ®. They have classical mass equal to ev. We will
refer to these particles as gauge bosons. The massless vector boson is associated with the
component of A in the direction of ®. We will call this particle the photon. The massive
scalar associated to ® is called the Higgs boson. its classical mass is equal to vv/\. With
this particle spectrum, it will not come as a surprise that our model first turned up as an
attempt to describe unified electromagnetic and weak interactions. The first article (ref.
[22]) in which it appears is by Georgi and Glashow, which is how the model got its name.

3.2 Embedding electromagnetism; monopoles appear

Like the Yang-Mills theory considered in chapter 2, the Georgi-Glashow model is a gener-
alisation of electromagnetism. We have an su(2) valued vector potential A4, and we have
defined su(2) valued E and B fields in (3.9). However, this time we also want to embed
electromagnetism itself into the theory. We would prefer to do so by giving an expression
for a real number valued electromagnetic vector potential a,,, as the vector potential is the
most fundamental object in electromagnetism. In gauges in which ® points in the same
internal direction everywhere, we have an obvious candidate for this vector potential. We
would like to define a, as the component of A, in the direction of ®. This would make
sense, because we had previously associated this component of A, with the photon. How-
ever, we can not define a,, this way for any arbitrary gauge, because this would make the
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real number valued gauge field f,, derived from a, gauge dependent. This is undesirable,
because the electric and magnetic fields contained in f should be physically observable and
all observables should be gauge independent. Because of this difficulty, we will not work
directly with an electromagnetic vector potential. In stead we will give a gauge invariant
expression for an electromagnetic field tensor f,,, which, in a gauge with ® pointing in a
fixed direction, equals the expression we get from antisymmetric differentiation of a,. 't
Hooft proposed the following form for f,,:

A 1 ~ ~ ~
fuo =Tt (@FW) — ((I)[D#@, DZ,CID]) (3.13)

where & is equal to ®/Tr(®2). It is easy to see that this definition is gauge invariant and
that in regions where D, ® vanishes, f is exactly the component of F' in the direction of
®. With some effort, we can also see that

~ ~ 1 A N ~
fuv = 0u(ALD?) — 0, (A5D) — gea%aaucbbay@c (3.14)

Note that the last term is just the volume of the parallellepipid spanned by P, (9/@
and 9,®, divided by e. It follows that this term is zero if ® is confined to a single plane.
Thus, if ® points in a single direction, then the field tensor f will certainly be equal to
the quantity obtained by antisymmetric differentiation of a,, as we required.

From (3.13), we can now define the electric and magnetic fields E and B in the usual
way:

E = f° (3.15)
) 1 ..
B' = —§ewkfjk (3.16)

We can also define a magnetic current density j, and the electric current density jf in
terms of f,,. We take

, N 1 oo
Ju = az/fV,LL = _§€yypo'a fp (317)
jZ = _aufl/,u (318)
or equivalently,
Jo = V-B Jji = —(VxE); -0B;
Jjo = V-E j¢ = (V x B); — OE;

from which we see that j and j¢ are defined exactly so that E and B satisfy the Maxwell
equations (0.1) for an electromagnetic system which includes magnetic charges. In an
ordinary electromagnetic system, these magnetic charges would automatically be zero,
because the field tensor would be the antisymmetric derivative of a potential. Here, this
is not necessarily the case. If we look at f,, as given in (3.14), then we see that the
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last term in this equation may give rise to a non-zero magnetic charge/current density.
Substituting (3.14) into (3.17) yields

1 o o A
Ju = —%ewpoeabcaVQﬂap@bag@c (3.19)

In this expression, all terms with multiple differentiations of one field have disappeared
because of the antisymmetry of €,,,,. Using only this same antisymmetry, it is easy to
verify that j, is a conserved current:

9", = 0.

Note that we do not need any information on the time evolution of the field ® to derive
this result, except that it is differentiable. We might therefore expect j, to have some
topological meaning. In particular, we may hope that the total magnetic charge ¢ is
constant on homotopy classes of the field ®. To prove this, we have to show that the total
flux of the magnetic current density j; through the sphere at infinity is zero. To do this,
let us us recall some basic facts:

1. If the field f is the antisymmetric derivative of a potential, then the magnetic
charge/current density is zero.

2. In regions of space where ® points in a fixed direction, f is indeed the antisymmetric
derivative of a potential (see formula (3.14 for this))

3. The magnetic charge/current density is gauge independent (this can be read of from
(3.17))

4. for every point z in space where ®(z) is non-zero, there is a continuous gauge
transformation which will make the field ® point in a fixed direction on an open
neighbourhood of . (If ®(x) is zero, the gauge transformation which achieves this
may have to be discontinuous)

Combining these facts, we see that the magnetic charge/current density can only be
nonzero at locations in space where ® vanishes. This is an interesting result in itself, but
it does not help us to show that ¢ is constant on homotopy classes unless we restrict to the
space of field configurations which keep the energy finite. From (3.11) we see immediately
that in order for the energy of a field configuration to be finite, v(®) will have to approach
zero on the edge of space. More explicitly, we will have to have

PP — 2 (x — o0) (3.20)

This means that on the "sphere at infinity”, |®|?(x) has to be equal to the non-zero
constant v? everywhere. Obviously, this implies that ® is nowhere zero on the sphere at
infinity, from which it follows that j; will be zero on this sphere. Hence, if finite energy is
required, the total magnetic charge g will be constant on homotopy classes of the field ®.
In particular, this implies that field configurations with different total magnetic charge
will be topologically distinct.
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The above analysis does not seem to depend essentially on the fact that the gauge
group is SU(2). As long as we can construct an Abelian field tensor which satisfies the
condition 2 and as long as ® can be gauge transformed to point in a fixed direction locally,
we will still find that the magnetic charge g is homotopy invariant.

Now when we do make use of the fact that ¢ is an element of su(2), which can be
interpreted as a 3-vector, we can actually give the homotopy invariant g a nice geometrical
interpretation. It follows from (3.20) that ®(z) will be a continuous function everywhere
on the sphere at infinity. So we see that, for every field configuration with finite energy, we
will have a corresponding continuous map of spheres given by x — (f(a:) Such a map will
have an integral winding number or degree N, which can not be changed by a continuous
deformation of ®. Roughly speaking, N is the number of times the map the surface of
the image is covered by the surface of the original (taking orientation into account). It
can be shown (see e.g. [23]) that N is equal to the integral over space of the 0-component
of a topological current density k, given by

1 abcq Fa9 F A c
Ky = g—Cuvpot b9, 90,800, P (3.21)

But one sees easily that k is exactly equal to = times the magnetic current density j.
Thus, there is an intimate connection between the occurrence of magnetic monopoles
in this theory and the winding number N: For the total magnetic charge g of a field
configuration, we have

_47TN
e

9

We will therefore call the winding number N the monopole number and if we can find a
solution that has monopole number N, we will say that it is in the N-monopole sector.

The idea that magnetic monopoles could arise as topologically non-trivial solitons
of gauge theories was first proposed by [3] and [4]. This is why the monopoles of the
Georgi-Glashow model are called 't Hooft-Polyakov monopoles.

3.3 Bogomol’nyi’s equation

In the previous section, we found clues that there may exist solutions to the Georgi-
Glashow model which have non-zero magnetic charge. On the other hand, we have not
found any such solutions yet. Generally, this is very difficult, because of the complexity of
the equations of motion (3.3). In stead of dealing with these directly, we will first derive
a lower bound on the energy of a solution with a given electric charge ¢ and magnetic
charge ¢g. In the static case, this will also give us an equation for the minimal energy
solution with these charges, which turns out to be much easier to solve than (3.3).

We will start by deriving the energy bound. Recalling the expression for the energy
given in (3.11), we have for the energy M:

1
M =3 /d% {E{E + B{B! + (Dy®)* + D;®"D;®* +2U () } . (3.22)
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It is easy to see that we have

1
M > 3 / {d?’:z:EfEf + B!B;" + +Di<I>“Di<I>“} , (3.23)
with equality if U and Dy® are equal to zero. Rewriting the right hand side, we find

1
M > 5/az?:»c{(Eg — sin#D;®)* + (Bf — cos 0D;®)*}

+ sin 0 / d*x {E*D;®"} + cos 0 / d*x {B*D;®"}
> Sinﬁ/d?’x {EfDi(I)“}chos@/dg’x {B{!D;9"} (3.24)

Where 6 can be any angle. Now let us concentrate first on the last term in this equation.

Using partial integration and the definition of the covariant derivative (see f.e. (3.8)), we
find

/d?’x {BD;®*} = —/d3x{<1>“DZ-B§L}+/ d*S; {®“ B} (3.25)
2

where S2 denotes the sphere at infinity. Now the Bianchi identity (3.6) implies that
D;B{ = 0 and therefore, the first term on the right hand side disappears. If we require
the energy to be finite, then, in the second term, we can write & = 'z)(i), since we are
looking at ® on the sphere at infinity. This leaves us with

/d% {B{D;®"} = v/
S

Now let us look back at the original equation for the energy (3.22). We see that finiteness
of the energy requires that the integral of D!®*D,;®% over large spheres converges to zero.
Together with the fact that |®| = v on S2, this implies that in the right hand side of
(3.26), we can change ®*B¢ to b; without changing the result. Thus we finally find

&5, {Cf)“Bf} (3.26)

2
[SS]

/d?’:v {B!D;®*} = v/ bid*S; = vg (3.27)
S

where g is the total magnetic charge of the field configuration.

If we substitute this result into (3.24) and take § = 0, we get U > vg. For negative
g, this is of course trivial. However, if we take § = 7, we get U < vg. This means that
generally, we can write

U > vlg] (3.28)

This bound is known as the Bogomol’nyi bound, as it was Bogomol'nyi who first derived
it in his article [24] From the above, it is clear that we have equality in (3.28) if and only
if v(®) and Dy® are zero and the Bogomol'nyi equation
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B, = sign(g)D;® (3.29)

is satisfied.

Note that at this point, we have not used the equations of motion (3.3) yet. This
means that the bound (3.28) has to be satisfied for all field configurations with finite
energy, whether they solve the equations of motion or not. This makes it plausible that
the Bogomol'nyi bound (3.28) will be satisfied quantum mechanically as well as classically.

If we do use the equations of motion, we can get an even better estimate for the
energy, though of course it is not clear a priori whether this will still hold for the quantum
mechanical version of the theory. Looking back at the second to last term in equation
(3.24), we see that we can rewrite this

/ Br{E'D;®"} = — / d*x {®*D; B} + / d*S; {®° B¢} (3.30)
2,

again, using partial integration and the definition of the covariant derivative. Now the
equation of motion (3.3) for F' gives us

DiE® = ee™(Dy®;)®, (3.31)

and using this and the antisymmetry of €2, we find that the first term in (3.30) is equal
to zero. Reasoning in the same way as before equation (3.27), we find that the second
term in (3.30) is equal to the total electric charge ¢, leaving us with

/ Pz {E* D0} = vg (3.32)

If we now substitute (3.32) and (3.27) into (3.24), we find the bound

M > vgsinf + vgcosf (3.33)

for arbitrary 6. Of course we want to make the choice of theta that maximises the
right hand side. It is not difficult to see that this is the angle 6 for which we have

cost = g/\/q*+ ¢? and sin 6 = q/+/q* + ¢?, yielding
M > v\/q*+ g? (3.34)

This generalised version of the Bogomol'nyi bound was first found by Coleman et al. [25].
It is clear that in this equation, we have equality if and only if U(®) is zero and the fields
satisfy the following equations:

Ded* = 0 (3.35)
E! = sin(0)D;9"

)

B} = cos()D;d*

2
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with 6 as above.

Because these equations are easier to deal with than the field equations, it makes
sense to look at the version of our theory with U set to zero. In this limit, we can hope to
find a solution to the equations of motion which attains the bound (3.34) by solving the
generalised Bogomol'nyi equations (3.35). In fact, it is easy to see that any solution to the
equations (3.35) which has cos(#) # 0 will automatically solve the equation of motion for
the field ® and satisfy Gauss’ law; both essentially reduce to the Bianchi identity (3.6).
It is less easy to see whether a solution to (3.35) will also satisfy the other equations
of motion. This will be the case if the E-field is zero. With the E-field equal to zero,
the Lagrangian is equal to minus the energy and thus at a maximum. Thus, at least all
the solutions to (3.35) which have cos(f) = 41 will also solve the full field equations.
Generally, what we have to do is solve the Bogomol'nyi equations and then check that
the obtained solution also satisfies the field equations (3.3). For all solutions we will
encounter, this will be the case.

Before we go ahead and solve the Bogomol’'nyi equations, a remark about working
with U equal to zero is in order: We should ask ourselves whether the idea of monopole
sectors still applies in this limit. There would seem to be reason for concern, because
the field configurations with nonzero magnetic charge arose as a result of the boundary
condition (3.20), which in turn was originally needed to ensure that the potential U (3.2)
would approach zero at infinity. Removing U, we would also remove the necessity for
this boundary condition. Classically, this does not present a problem; we can just impose
the condition. Quantum mechanically, there are problems. First of all, one can not just
set U zero; there will be quantum corrections to the classical theory which will create a
new, nonzero U [26]. T will come back to this later. Secondly, it is not always possible
to impose boundary conditions on quantum fields like ® for all times. Time evolution
can cause a change in the expectation value of a field ® if there are paths of finite action
between configurations with different expectation values for this field. Fortunately, this
problem does not occur in our case, because any path that connects configurations with
different expectation values for Tr(®?) at infinity will automatically have infinite action,
even with v = 0.

3.4 Solving Bogomol’nyi’s equations: Part 1

We have taken some trouble to arrive at the equations (3.35) and it is now natural to
ask whether these equations have any (non-trivial) solutions and if so, whether we can
describe their most important properties or even construct them explicitly. In this section,
we will apply elementary techniques to get some general results and finally a family of
dyons with magnetic charge 1. We will restrict ourselves to static solutions.

In the static case, the first of the equations (3.35) reduces to

e ALDC = 0 (3.36)

This will be satisfied if an only if we choose Ag so that it is parallel (or anti-parallel) to
®. That is:

Ag(z) = r(z)d%(x).
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Substituting this into the the second of the equations (3.35), we obtain the following
equation for r(z):

(0r)®* = (sin(@) — r) D; D

This is solved by taking r(x) equal to the constant sin(#). Thus, given a time independent
solution (A;, @) to the last of the generalised Bogomol'nyi equations (3.35), we can solve
the first two equations as well by choosing

Af(x) = sin(0)d*(x). (3.37)

The task that remains then, is solving the last of the equations (3.35). Now recall the
original Bogomol’'nyi equation (3.29) for positive charge:

B = D' (3.38)

It is easy to see that a field configuration (A, ®) will solve this equation if and only if the
configuration (A, ®/ cos()) solves the equation

B' = cos(0)D'® (3.39)

Thus we only have to look for the solutions of (3.38) to find the solutions of (3.39) for
arbitrary 6. There is one subtlety here: the configuration (A, ®/cos(6)) will no longer
satisfy the condition that |®| has to approach v at infinity. However, since we have set
the potential U to zero, the value of v can really be chosen arbitrarily. Therefore we can
use the configuration (A, ®/ cos(0)), if we take (A, ) to be a solution to (3.38) for which
|®| goes to v cos() at infinity.

At this point, we have reduced the problem of solving the equations (3.35) to that of
solving the equation (3.38) for given monopole charge g. Before we go ahead with this,
let us look back at the equations of motion (3.3). In the previous section, we noted that a
solution to the Bogomol'nyi equations with cos(f) = £1 would also solve the equations of
motion. Here, we have given a method to construct a solution to Bogomol'nyi’s equations
with arbitrary given € from a solution with § = 0. Now suppose we have a solution with
6 = 0. With hardly any algebra, one can then show that the associated solutions to the
generalised Bogomol'nyi equations (3.35) will also satisfy the equations of motion. * In
other words: if we have monopoles of minimal energy, we also automatically have dyons
of minimal energy !

3Recall the equations of motion for the electromagnetic field:

D,F" = [®,D,®]

Suppose that, for some given ®(z), these are solved by B; = D;®, E; = 0. Now define L) by
®(z) = ®(x)/ cos(h). If we change the fields as described above, so that we have B; = cos(8)D;®, E; =
sin(@)DiP~hi, then the contribution of the B-field to the right hand side of the equation of motion will
change to cos?(0)[®, D, ®], while at the same time a contribution from the E-field, equal to sin”(8)[®, D, ®]

is introduced
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These dyons have a remarkable property that allows us to extract some information
on their asymptotic behaviour without actually solving Bogomol'nyi’s equations. Substi-
tuting the generalised Bogomol'nyi equations (3.35) into the energy density (3.11), we see
that we have

1
M = C{BUE{+ BIB! + D0 Dd")

1
= 3 {sin*(0) D;@*D;®" + cos*(0) D;®"D;®* + D;®*D; " }
= Di(I)aDi(I)a

= 8(1)“8<I>“+Z<I>“82<I>“ %(D; D;®)* 202 D% (3.40)

where the last equality uses the equation of motion for ® (i.e. D;D;® = 0). It follows
that the energy density of the dyons depends only on the length of the Higgs field ! Let
us now calculate the total energy of a configuration with Higgs field ®(z). We have

M= g [#siager)

1

= = lim ds*{v(|®]*)}
e Js2(m)

1
= = 1m/ dS* {o,(|2]*)}

2 ()
_ 1 20101
= 51%213047TR8| | (3.41)

where S?(R) denotes the sphere of radius R and centre at the space origin and where |®|?
is the average of |®?| over this sphere. Filling in the mass formula for a dyon from (3.34)
we find that for large r, we will have to have

21120, |02 = vy/q? + ¢

and hence, after integration, we find:

2 2
BV ~ 0? — Lg*‘q (3.42)
wr

Now it is possible (see [27]) to show that the angular derivatives of |®(r)| are of order r—2

as r goes to infinity and from this, it follows that the asymptotics for the average of |®|?
which we have found here are actually good for |®|? itself (to order r=2). We conclude
that for a solution to Bogomol'nyi’s equations with charges (g, ¢), we will have

1B(r)] ~ v (1 _ 7”2*92) (r — 00) (3.43)

Amor
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for a pure monopole solution, this reduces to

N
|D(r)| ~ v (1 ver) (r — 00) (3.44)
where N is the monopole number. This asymptotic behaviour of the Higgs field turns out
to be very important for the dynamics of BPS-monopoles. The %—term in the asymptotic
expansion signals the fact that the Higgs field mediates a long range force. This is possible
because we have taken the limit of vanishing potential and in this limit the Higgs particle
is massless (in tree approximation, that is). For monopoles, this long range force turns out
to be equal in magnitude to the coulomb force, but always attractive [28]. This means that
it doubles the force between two monopoles of opposite magnetic charge, while cancelling
the force between monopoles of like magnetic charge. Without this cancellation of long
range forces, it would be impossible to build multimonopole solutions from well separated
monopoles of charge 1. With it, this does turn out to be possible. We will give a more
detailed discussion of the forces between monopoles/dyons in section 4.5
Now we have seen how we can obtain dyons from monopoles and we have given an
important result on the asymptotic behaviour of the Higgs field, but at we still haven’t
seen any actual, real magnetic monopoles yet. To find these, we would have to solve the
equation (3.38) and this in itself is still a formidable problem, especially for high monopole
numbers. For the one monopole sector, the situation is somewhat simpler. Therefore, the
rest of this section will be devoted to a brief sketch of the construction of a one monopole
solution. We will come back to the construction of multimonopole solutions in section
3.5.
We start the construction by introducing the following ”ansatz” for the fields:

‘,L.Z

() = 05 H(r) (3.45)
Al (z) = e%f—;K (r) (3.46)

where r = |Z| and H and K are required to fulfill the following boundary conditions:

H(r) — v (r — o0)
K(r)—0 (r — o0)

where v is the asymptotic length of the Higgs field as in (3.20).
We use the above ansatz because it has several nice features:

e First, a little calculation shows that the ansatz (3.46) for A and the corresponding
boundary condition result in a magnetic field that approaches that of a monopole
with charge 4?” as x approaches infinity, as we would expect for a solution of the

field equations in the one monopole sector.

e Secondly, from (3.45) it is immediately clear that ® will have winding number N
equal to one; the ansatz for ®¢ is just so that, for any vector y on a large sphere
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around the origin, the internal vector ®(y) will point in the same direction as y
(if we identify the internal and space coordinates). We can visualise the map from
the "sphere at infinity” to the internal sphere by thinking of a frightened hedgehog
rolled up into a ball, all its pins pointing outward.

e Furthermore, (3.45) and (3.46) are invariant under the transformations performed
by combining of "the same” rotations in internal and ordinary space. This means
that, for all physical purposes, our ansatz is rotationally symmetric; if we rotate
it, we can undo the effect of the rotation by a gauge transformation. We perceive
this to be a nice feature of our ansatz, because in general, one often finds that field
configurations that minimise the energy have a lot of symmetry and vice versa.

e Finally, the undetermined functions H and K depend only on the single variable r.
It is this feature that is especially nice in the following, because it allows us to turn
partial differential equations into ordinary ones.

Substituting (3.45) and (3.46) into the Bogomol'nyi equation (3.29), we get:

d
vie’r— K = —KH

dr

d
22%r—H = H—(K?>-1).
verdr ( )

One of these equations follows from equating the diagonal (i = a) elements of B and
D;®*, the other from equating the off-diagonal ones.
The equations (3.47) can be solved explicitly * to give

ver

H(r) = tanh(ver)_l
Kr) = sinEZeT)

It can be shown that this solution is unique up to spatial translation and gauge trans-
formations and that it satisfies the equations of motion (3.3). The monopole associated
with it is called the BPS-monopole after Bogomol'nyi, Prasad and Sommerfield. °

This monopole is part of a family of dyons with magnetic charge g = ;= and arbitrary
electric charge ¢. It follows from the previous discussion that the fields for these are given
by

() = 6 H() (3.47)
Avz) — efj%K(f) (3.48)
A(z) — 5;‘65;21{(7*),'5111(0) (3.49)

4for a very explicit account of how to do this, see [29]

>Prasad and Sommerfield [30] were the first to obtain this solution. They actually did so by substituting
the ansétze (3.46) and (3.45) into the original, second order equations of motion, requiring appropriate
boundary conditions and (in their own words) ”shimmying a bit”
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where, as usual, cos(f) = g/v/¢*> + g% and sin(f) = q/+/q*> + g* and where &’ = 2’ cos 6.
Note that replacing x* by Z* has the same effect as replacing v by v cos(f).

These dyons are called Julia-Zee dyons, because Julia and Zee [31] were the first to
propose their existence. ¢ The pure monopole is just the special case where 6 = 0.

One easily verifies that the Higgs field of the monopole solution does indeed have the
asymptotic behaviour given in (3.44). Moreover, it is not difficult to see that it approaches
zero at the space time origin. As an illustration, |®|? is plotted in figure 3.1 below.

5 10 15 20
Figure 3.1: graph of |¢|?

As we can see in the figure, the space origin is actually the only point where the
monopole’s Higgs field is zero. But from the discussion in section 3.2, it then follows
that all the monopole’s magnetic charge is concentrated in this one point. Because the
magnetic charge was defined in such a way that 't Hooft’s abelian field tensor f,, satisfies
the maxwell equations (with magnetic charge), it then follows that the Abelian magnetic
field of the monopole is actually just that of a standard point monopole of charge 4?“
located at the origin.

The energy density of the monopole can most easily be derived using the formula
(3.40). We will not give the resulting (long) expression here. In stead, we have made a
graph of the energy density, which is shown in figure 3.2

This figure shows beautifully how the energy of the monopole is concentrated at the
space origin.

We can see from (3.47) that the Higgs field ® of an arbitrary dyon can be obtained from
that of the monopole just by rescaling the space coordinates ' with a factor of cos(f). It
follows that all dyons will have a unique zero of the Higgs field at £ = 0 and thus that
all dyons have the same magnetic charge distribution and B-field as the monopole. The
energy density of the dyons is also simply related to that of the monopoles. We have

Mayon(r) = €08 (0) Mumonopole(1/ cos(8)).

We see that the peek of the energy density is flattened and broadened when we add
electric charge. In other words: the higher a dyon’s electric charge, the more its energy
get spread out over space.

6The actual solutions were first found by Prasad and Sommerfield [30], using the same method as for
the monopole
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Figure 3.2: graph of the BPS energy density

3.5 Finding multimonopoles: Nahm’s construction

In this section, I will say something about finding multimonopoles, that is, solutions to
the equations of motion with monopole numbers higher than one. Again, we will restrict
ourselves to the time independent case. Three different methods have been developed to
attack this problem:

e There is a method based on techniques that stem from the study of lower dimensional
solitons, due to Forgacs, Horvath and Palla [32] [33]

e There is a method that uses twistor theory, due to Atiyah and Ward [34] and later
extended by Corrigan and Goddard [35] and Hitchin [36]

e Finally, there is a method based on the ADHM-construction for instantons, due
to Nahm [37] [38]. This is also called Nahm’s construction, or also the ADHMN-
construction.

Each of these methods has proved successful in providing explicit multimonopole solu-
tions (see the above references and too many others to mention), but the most successful
and currently most used method is Nahm’s construction. One reason for this is, that the
solutions yielded by this construction are automatically regular. In the other frameworks,
regularity of the solutions is not a priori guaranteed. Another reason is, that Nahm’s
construction gives us a very good view of the parameters on which the solutions depend.
We will therefore choose to describe Nahm’s construction here and not the other two
methods. Our treatment of the construction will follow that of Hitchin [39].

Nahm'’s construction for monopoles is inspired on the ADHM-construction for self-dual
instantons which we described in chapter 2. To see the link between these instantons and
the monopoles we are working on now, let us introduce a new notation. We define

A4 = .

Because we are only interested in time independent field configurations here, we can ignore
Minkowskian time and introduce a new, Fuclidian time dimension, labelled with 4. In
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this way we go from a Minkowskian situation with a gauge potential and a Higgs field to
a Euclidean situation with only a gauge potential (A, ..., A4). Now we have introduced
the extra coordinate x; to get some similarity with the Yang-Mills theory of chapter 2,
but since we really want to describe monopoles, we don’t want our fields to depend on x4
in any essential way. Our first intuition might then be to require the Euclidean potential
A, to be independent of the 4-direction. However, we do not have to be so restrictive.
Because of the gauge symmetry of the Euclidean theory, we only have to require that if we
shift all the fields in the x4-direction, we end up with a field configuration that is gauge
equivalent to the one we had before the shift. It is not difficult to see that the gauge
transformations which are to compensate shifts in x4 will form a subgroup S of the group
of all gauge transformations. The map which sends a shift to the corresponding gauge
transformation will then give a representation U of the group of shifts (which is just R)
and the image of this representation will of course just be S In the situation sketched
above, all physical quantities will be invariant under a change of x4. However, the fields
themselves probably won’t be x4-independent. This can be remedied by setting x, equal
to an arbitrary constant after all calculations in the Euclidean model have been performed
(this is just a partial choice of gauge).

In the new setting we have introduced, the Bogomol'nyi equation takes a particularly
nice form. We have

where E denotes the electric field corresponding to the Euclidean gauge potential. Now
the equation B = F is just another way of saying that the electromagnetic field is self
dual and thus we have found that every time independent solution to the Bogomol'nyi
equation corresponds to a self dual gauge potential on Euclidean R* which does not depend
on Euclidean time. This means that we have to solve the same equations as in chapter 2,
but with very different boundary conditions.

Let us recall how we went to work to solve the self duality equations in chapter 2. We
introduced a matrix v, which depended on the space time coordinates in the following
simple way

v(z) =Cx+ D (3.51)
where C' and D were constant quaternionic k+ 1 x k matrices (for gauge group SU(2)). 7
We then demanded that v*v be a real matrix and that v have maximal rank. Once we had
found such a v, we could express the gauge potential and field in terms of a normalised
element of the kernel of v*, that is: a k + 1 vector u such that

The potential would then be given by

in chapter 2 we worked with homogeneous coordinates on S*, but this does not make sense for the
present boundary conditions and therefore we will work with the restriction of v to R*
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A, =u"0,u. (3.52)

This procedure would yield a potential with instanton number k. Now notice that the
only way in which the construction depends on the boundary conditions of chapter 2, is
by the size of the matrix v. For instanton number k£, v has to be a k+ 1 x k matrix. Here
we are hoping to construct self dual field configurations which are independent of time.
These will obviously make the action for Euclidean Yang-mills theory diverge. Intuitively,
we could say this means that they have infinite instanton number. Therefore, if we want
to still use the ADHM-construction, we have to use an ”infinitely large matrix”, or more
correctly phrased, an operator between infinite dimensional spaces V and W. We will call
this operator A. We want to construct A so that it satisfies the following conditions:

1. A is quaternionic linear

2. A is of the form Cx + D, where C' and D do not depend on the space coordinate x.
3. A*A is real

4. A*A is invertible

5. The kernel of A* has quaternionic dimension 1.

6. Alzy + a) = U(a) 'A(z)U(a), where a — U(a) is a representation of R in the
group of quaternionic unitary transformations of V.

The first 5 conditions are there to insure that our construction will yield a self dual
SU(2) gauge field. Conditions 3 through 5 are just the infinite dimensional analogues of
the conditions we had posed on v. Note that, in the finite dimensional case, conditions 4
and 5 were both incorporated in the condition that v should have maximal rank. This
is why we did not have to impose them separately before. In the infinite dimensional
case, condition 3 insures that the gauge field constructed from A will be regular (through
the analogue of formula (2.15)), while condition 5 insures that the gauge field we get is
actually an sp(1) = su(2) field, and not, for example, an sp(2) or sp(3) field.

Condition 6 makes sure that the gauge field produced by the construction will in fact
be independent of Euclidean time. We can see this as follows. From condition 5, we see
that the equation A*f = 0 has only a single normalised solution (modulo multiplication
with a unit quaternion). If we denote this solution with w, then it follows from condition
6 that the solution to A*(z4 + a)f = 0 will be given by U*(«a)u. So we see that shifting
the fields along the x4 direction corresponds to a change of gauge, as we had required it
should.

Generally, the gauge field that corresponds to a solution u(z) to the equation A*u =0
depends only on the quaternionic line that u(z) spans in the vector space v. This is easy to
see if we recall from chapter 2 that u is really an orthogonal gauge for a quaternionic line
bundle over R* which is embedded into R* x v. This bundle depends on the quaternionic
lines L(x) in V which we use to represent the fibres, not on the choice of the elements u(x)
which we use to represent these lines. A gauge transformation is just a different choice
of normalised base vectors u(z) for the lines L(z). But all possible representative vectors
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can be obtained from each other by multiplication with a unit quaternion. Therefore,
performing a gauge transformation on the field configuration that corresponds to u is the
same as sending u(x) to U(z)u(x), where U(z) is a quaternionic unitary transformation
of V.

Let us now make some definitions. Let H® be the space of complex-valued square
integrable functions on the interval [—a, a], where we leave a to be an arbitrary positive
real number for the moment. On H°, we can define a real structure & o by

We can now define the vector space V' by

V=H"®CFe C2%

We identify the factor C? in this product with the quaternions and take C* to have some
arbitrary real structure ¢’. Denoting the quaternionic structure on C? by j, we have
natural quaternionic structures J and J on C* and V, given by

J(v1 ®uvy) = 0o'(v1) ®j(v2)
J(f@u ) = olf)®@d(n)® j(va)

We will choose to let these structures denote multiplication by j on the right. Now let us
define the vector space W. We take

W ={feH ®C"f(—a)= f(a) =0}.

where we take H! to be the Sobolev space of functions whose derivatives are in H°. We
give H' the same real structure as H°. C* also gets the same real structure as before.
At this moment, we note that an element f of W can be embedded into W ® C? by
the identification f = f ® (1,0). Using this embedding, it makes sense to think of the
quaternionic structure J of V' as working on W as well.
For the map A : W — V, we now take a first order differential operator of the form

Ax)f = (x4 + z161 + 2069 + 2363) [ + 10 f + i (T1(2)er + Ta(2)es + T3(2)es) f,  (3.53)

where e1, e5 and ez denote the action of left multiplication by the quaternions i, j, k (see
section A.5 in the appendix for details), and where the 7T; are complex k& x k matrices
which depend analytically on z € (—a,a). The T; are called the Nahm data.

We see immediately that this A satisfies condition 2, with C' = I. Condition 1 is
equivalent with the requirement that A commute with the quaternionic structure 7. For
the first term in A, this is trivial: left multiplication by a quaternion commutes with
right multiplication. The second term is quaternionic linear because of our choice of real

8For details on real and quaternionic structures, see A.5
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structure on V' and W. We can see this by writing the quaternionic structure J on V' (or
W ® C?) in terms of the quaternionic structure J on C* @ C2. We have

TJ(f@n®vn)(z) = f(-2) @0 (v)® ;)
= 18 f(=2)0'(v1) ® j(v2)
= 100 (f(=2)v1) ®ji(v2) = 1 J(f(=2) @ v2)

Now we had already identified the element f ® v of W with the element f ® v ® (0,1) of
W ® C?. Now we can obviously also identify the element 1 ® v; ® vy of W ® C? with the
element v; ® vy of C*¥ x C? and using both identifications, we can rewrite the result we
got above as

(Th)(2) = J(f(=2)) (3.54)

Filling this in in the second term of A, we get

i0.(Jf) = i0.(Jf(—2))
= —Jid.(f(—=))
— Ji0.f)(~2) = Tid.f (3.55)

From which we see that this term is indeed quaternionic linear, thanks to our choice of
real structures.
The last term in (3.53) gives

3

iy Tu(z)en(Tf) = zZTn JenJ f(—2)

- —JzZT Jenf(=2) = Ti Y (~Tn)(2)enf(—2) (3.56)

So if we require that

T.(z) = —T,(—2), (3.57)

then A is quaternionic linear.
Now let us consider the reality condition 3. We have

3 3
A*A = (f +id, + i ZT;en> (m +i0, +1 ) Tnen>
n=1 n=1
3
= —83 + (223?4 — Z(Tn + T;)€n> az

n=1

3 3 3 3
P =) 0.The, +i Y Then+i» Tienv+ > ThTuemen (3.58)

n=1 n=1 n=1 m,n=1
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From the first order term in 0., we require 7T;, + 7% = 0 for reality and when we substitute
this into the zero order term, we obtain the additional condition

= Im

3
Im [Z o0, T,en
n=1

where the imaginary part signifies that the only the coefficients of eq, e5 and e3 in the left
and right hand side have to be equal (The coefficient of 1 may differ). We can rewrite the
above equation more explicitly as

3
> Tanemen] : (3.59)

m,n=1

0.1y = [Ty, T3]
azTZ = [T37T1]
0.T3 = [T1, T3] (3.60)
(3.61)
These equations are called Nahm’s equations. Using these and T; = —T*, we may write
3
A'A = =02 4 2iz,0. + |2* = > T2 (3.62)

n=1

It is now fairly simple to prove that A*A is invertible. First, note that, for f € W, we
have

(f,0:f) =0,

where < -, - > denotes the £? inner product on the interval [—a, a]. This follows easily if
one uses partial integration and the fact that f(—a) = f(a) (which was conveniently built
into the definition of W. Using this and (3.62), we can write

3
< ANAf f >=<0.,0.f >+ < (|2 + ) _TiT.)f. f >, (3.63)

n=1

using partial integration on the first term in (3.62). Now note that the right hand side of
(3.63) is positive, unless f is identically zero. It follows that A*A is injective and hence
invertible.

At this point, we have to check that the kernel of A* has quaternionic dimension 1.
Now if the T,, are analytic everywhere on the closed interval [—a,a], then we would be
unable to satisfy this condition for k£ > 1. In this situation, the T; would automatically be
Lipschitz-continuous on [—a,a] and thus, the first order linear equation A*v = 0 would
have 2k (complex) linearly independent regular (and thus normalisable) solutions on the
interval [—a, a]. We see that, for k > 1, we will have to get rid of some of these solutions.
At the same time, we will still want the 7; to be differentiable on the open interval (—a, a),
as this will insure differentiability of the solutions to A*u = 0. Therefore, we will require
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the T; to have simple poles at 2z = —a and z = a. Note that we have already accounted
for this possibility by taking f(—a) = f(a) = 0 in the definition of W. Let us denote
the residue matrices of the pole at z = —a by t;. Because we have T;(—z) = T;(z) and

T (z) = —T;(z), the residues of the pole at z = a will then be given by ¢!. It is easy to see,
using Nahm’s equations (3.60), that the ¢; will determine a k-dimensional representation
of SU(2).

We will now calculate the number of solutions to A*u = 0. We will do this by calcu-
lating the index of the operator A. This quantity is defined as follows

index(A) = dim(ker(A)) — dim(ker(A*)). (3.64)

Since we have already shown that A*A is invertible, we know that the equation Au = 0
does not have any (regular) solutions and therefore, the index of A will give us (minus)
the number of solutions to A*u = 0. The reason we do not calculate the number of
solutions to A*u = 0 directly, but work with the index instead, is that the index of an
operator is a kind of topological invariant on ”operator space”  This means that in stead
of calculating the index of A, we can calculate the index of a simpler operator A, which

can be ”continuously deformed” into A and still get the right answer. Therefore, let us
define

a—+z a—z

= @'{amu 4 A }f (3.65)

a—+z a—z

3 3 t
< tie; _q tie;
Af = i{@z—i-z"“'_l | 2= Ze}f

Where A is a linear map on CF x C2. Tt is now natural to take the following ansatz for
solutions to the equation Au = 0:

u=vaslat2)*(a—2)’

where v, s is a constant vector in C* x C2. We see that this will give a solution if « is an
eigenvalue of A, (3 is an eigenvalue of A" and v, s is an eigenvector of both A and A* with
the eigenvalues o and 3. Thus we find 2k complex linearly independent solutions given
by

u; = vi(a® — 2%

where the v; are independent eigenvectors of A (and hence also of A’ since A can be
diagonalised). To see how many of these solutions are normalisable, we have to find the
ecigenvalues of A. Computing A2, we find

9The relevant index theorem for this situation can be found in [40]
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3 2 3
A2 = (Z tz X €i> = Z tlt] ® €i€j
i=1

ij=1

3 3 3
= > tt; @ 0+ ee) =Y @ hot > e,

ij—1 ig=1 ig—=1
3 3 3
= Zt?®12x2+z_tk®ek: Zt?®[2><2_14
ij=1 k=1 ij=1

so that we can conclude that A? + A has the same eigenvalues as Zf’ =1 t2. But this is
just the Casimir operator (or total spin) for the k-dimensional representation of SU(2)
determined by the t;. If we now require that this representation is the unique irre-
ducible k-dimensional representation, then it follows that ZS’ i1 t? is equal to the constant

(51)(E2L +1) = 1(k* — 1). For any eigenvalue « of A, we will then have

1
o +a==-(k-1)
4
from which it follows that the eigenvalues of A will be a; = —% + % and oy = —% - g The

first value will give rise to a normalisable solution of Au = 0, while the second will give rise
to a non-normalisable one. The multiplicities of the eigenvalues can be determined using
the fact that the trace of A is zero. We find that a; occurs k—1 times, while ay occurs k+1
times. Thus we have found that the equation Au = 0 has k — 1 normalisable solutions. In
a completely analogous way, one can show that A*u = 0 has &+ 1 normalisable solutions.
From this, we find that the index of A, and hence of A, is —2. This proves that the kernel
of A* has complex dimension 2, and hence quaternionic dimension 1.

We are now left with our last condition, the one that has to insure the time indepen-
dence of our monopole solutions. this condition, too, is satisfied. We have

Az 4 24) f = ®EA(z)e @) f, (3.66)

which gives us the required unitary representation of R, and

T f(2)) = (e f(=2)) = O I(f(=2)) = MOTf, (367)

which shows that this representation is quaternionic.

We have now proved that Nahm’s construction produces solutions to Bogomol'nyi’s
equations (if it produces anything at all). However, we have not said anything yet about
the way in which these are produced from the zero modes of A. Of course, we will have to
use some analogue of the formula (3.52) which we used to calculate instanton potentials.
Since this formula uses the standard quaternionic scalar product, one would expect that,
to have a valid analogue, we would first have to make an identification of the complex
vector space V' on which we are working with a certain quaternionic vector space and
then define the monopole potential through the quaternionic scalar product on this space.
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In the appendix, it is indicated how such an identification could proceed. However, in
practice, one does not use identifications of the type discussed in the appendix to calculate
monopole potentials in terms of quaternions. In stead, one uses the following formula to
calculate them directly in terms of SU(2) matrices; suppose {u,us} is an orthonormal
basis for the kernel of A*, then we have

Al = (ujduuy) . (3.68)

It would be interesting to see if this equation can also be obtained through some identi-
fication of V' with a quaternionic space, but we will not prove or disprove this and go on
with the above formula.

Though we have now shown how to obtain solutions to Bogomol'nyi’s equations using
Nahm'’s construction, we have not yet said anything about the magnetic charge of these
solutions. We will now show that this is equal to k (the size of the matrices T;). We
can deduce this by studying the asymptotic properties of the solutions of A*u = 0 as the
space variable x goes to infinity. In this limit, the only appreciable contribution of the T;
to A*u will come from the poles. Therefore, instead of A itself, we can study the operator
A defined by

. , , A Al
Af =190, —i(zy + w101 + D209 + T3€3) + - f (3.69)

a-+ z a—z

where A is the same matrix as above. We have proved above that the equation A*u = 0
has exactly two linearly independent solutions. For large ¥, we expect that this will
also hold for the equation A*u = 0. But we can actually find the essential z-dependence
of these solutions fairly easily ! This works as follows: One can easily check that the
operators —i(x4+1e1+roes+x363) and A commute. Therefore, we can find simultaneous
eigenvectors of these operators. Let us denote such a simultaneous eigenvector by v and
let’s call the corresponding eigenvalues of A and —i(xy + z1€; + z2e3 + x3e3) @ and A
respectively. We then see that the function u given by u(z) = (22 — a?)%** will be a
solution to A*u = 0. Now we have already found the eigenvalues of A above. There are
two: a4 = ik;l, but only ay gives rise to a normalisable solution, so we can forget about
a_. The two eigenvalues of —i(x4+x1€;+ 2262+ x3€3) are easily computed. They are given
by Ay = —ixy = r. Thus we see that the two linearly independent solutions to A*u =0
are given by

uy = v+(22—a2)%e“m4 (3.70)

u_ = v,(ZZ—aQ)%e”"’m (3.71)

where v, and v_ are the appropriate simultaneous eigenvectors of A and —i(xy + z1e1 +
Toey + xzes). To normalise these solutions, we have to calculate the integrals

I ::/ dz {ului} = |vi|2/ dz {(z +a)f (2 - a)k_leﬂ”} .
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These can be done by iterated partial integration. It is possible to calculate the exact

answer, but we will only be interested in the first two orders in % Now the boundary

terms obtained after n partial integrations will be of order Ti so we want to look at the

first two non-vanishing boundary terms. It is easy to see that these are the boundary
terms we get after k and k + 1 partial integrations (fewer partial integrations would leave
positive powers of both z — a and z + a in the boundary terms). Moreover, we are only
interested in the z = a term for I, and in the 2 = —a term for I_, as the other terms will

go exponentially to zero as r goes to infinity. This leaves us with

_ o (k —1)!(2a)k—1e2ra _k(k—=1) 1
Ly = Efvs| 2rk L dar + O(rz)

and imposing the requirement that I, = 1, we find

rk —
oaf? = 1)!?2@“6% (1 + % + 0(%2)) | (3.72)

According to the formula (3.68) above, the ++ and —— components of the asymptotic
Higgs field corresponding to u will now be given by

. / de{uidous) = ol [ de{(z+ @}z —a)f ) (373)

—a

(the off-diagonal elements ®,_ and ®_, are easily seen to be zero). The calculation of
the integrals is similar to that of the integrals I, above and we find

/a dz {(z+a)" 1z —a)f ze™} = ak = D!(2a)™ (1 UL M)

—a (2r)F 2ar dar

Filling this and the result (3.72) in in (3.73), we find that we have

B(z) — i ( a(1 p Zar) o ) ) (3.74)

If we now set a = v, then we see that

B(r)] ~ v (1 - ﬁ) (r — o) (3.75)
ur

but this is just the formula (3.44) for the asymptotic behaviour of a k-monopole (with
the fundamental electric charge e set to 1). Thus we can conclude that the monopole
number of a solution produced by Nahm’s construction is indeed equal to the dimension
k of the matrices T;. As a bonus, we can read off the eigenvalues of the asymptotic Higgs

field from (3.74).
We have now come to a point in our discussion of Nahm’s construction at which it
would be the natural to try and construct some actual, concrete monopole solutions. For
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k =1, this is actually very simple. First, we have to solve Nahm’s equations (3.60). Since
the T; are just complex numbers (1 x l-matrices), the commutators in these equations
vanish and we see that the T; are independent of z. In other words, the T} are just constant
imaginary numbers. Looking at the equation A*u = 0, we see that these constants define
a shift of the space coordinates x;. Therefore we can limit ourselves to the case T; = 0 and
shift the solution we find this way in space to obtain the complete three parameter family
of solutions. Solving the equation A*u = 0 for the case T; = 0 is not difficult; we are
dealing with a first order linear equation with constant coefficients. The solution is just
the BPS-monopole we discussed before (possibly in a different gauge). A nice treatment
that reobtains the equations (3.47) in an economical way can be found in [41].

For k = 2, Nahm’s equations are a lot more difficult to solve than for k = 1, but it is
still possible. The general solution can be given in terms of Jacobi elliptic functions (see
[37]). However, solving the linear equation A*u = 0 with these Nahm data turns out to
be very difficult and as far as I know, it has only been done in the special case where the
resulting monopole configuration is axially symmetric. (see [42]). For higher monopole
numbers, the situation is comparable. Solutions with special symmetries have been found
and continue to be studied, both numerically and analytically (see e.g. [43, 44, 45] and
also [1], from which I took the figure on the front page), but a general solution does not
seem to be near.

Still, though explicit solutions are only available in special cases, it has been proved
long ago [39] that Nahm’s construction does in fact yield all static solutions to Bogo-
mol’'nyi’s equation (3.29). As in the case of the ADHM-construction for instantons, a
truly "logical” /intuitive proof requires advanced mathematical methods beyond the scope
of this thesis. In [46], Corrigan and Goddard give a proof that doesn’t preserve all the
intuition, but uses only mathematics familiar to most physicists. Given a solution (A, @)
to the Bogomol'nyi equations, they study a massless Dirac equation with this solution as a
background field. From the solutions to this equation, they construct a set of matrices 7;
which satisfy Nahm’s equations and all the other requirements for Nahm’s construction.
Using these matrices as Nahm data, they then apply Nahm’s construction and regain
the solution (A, ®) they started with, thus showing all static solutions to Bogomol'nyi’s
equation can be produced by Nahm’s construction.

As an aside, I want to mention that Corrigan and Goddard’s proof indicates a curious
kind of "duality” (they call it reciprocity) between the fields (A, ®) of a solution to
the Bogomol'nyi equation and the Nahm data 7;. While Corrigan and Goddard show
that the Nahm data can be extracted from solutions to the massless Dirac equations in
the background of (A;, @), our description of Nahm’s construction shows that the fields
(A;, @) can be constructed from a massless Dirac equation in the background of the T;
(the equation A*u = 0). Moreover, while we have shown that the Bogomol'nyi equation is
a self duality equation for a gauge field on Euclidean R* which is independent of one space
time direction, it can also be shown that the Nahm equations are the self duality equations
for a gauge field on R* which is independent of three of the space time directions. A nice
generalisation of this interesting phenomenon of reciprocity can be found in [47]

Now let’s go back to the main thread of our story. Though we don’t want to get into
the construction of monopoles with special symmetries, we would like to end this section
with some application of Nahm’s construction and preferably with a physically interesting
one. Therefore, what we shall do is to sketch briefly how one can calculate the number
of parameters involved in the general k-monopole solution, modulo gauge invariance. To
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do this calculation, we have to study perturbations of a solution Nahm’s equations which
leave us in the space of solutions. These perturbations will be solutions to the linearised
version of Nahm’s equations. We will only look at traceless perturbations, as the trace of
a perturbation can always be removed by a spatial translation. Of course, this means we
will have to add the three parameters for spatial translations by hand at the end of the
computation.

To find the linearised equations, let us first write Nahm’s equations in a more compact
form:

1
GZTZ = ifijk[TjaTk] (376)

Now let Tl(z) be a solution to this equation. Substituting T; = T, + 6;, we see easily that
if T is to be a solution as well, we will have to have

9.0; = €ijn[T, 0] (3.77)

These are the linearised equations we were looking for. The solutions are just the zero
modes of the operator P defined by

P(;Z = 8351 — €ijk [f}, 514:] (378)

Thus, we are looking for the number of zero modes of P. However, since we are only
interested in physically relevant parameters, we want to exclude the zero modes which
are due to gauge transformations from the counting. It can be shown that if one works
modulo these gauge modes, then PP* is an invertible operator, so that the number of
zero modes of the operator P is equal to its index. This means that, as in the calculation
of the index of the operator A*, we can simplify the operator P, calculate the index of
the simplified operator and draw conclusions about the zero modes of P. Near the pole at

z = —a, we can take a simplified operator P defined by
Pf=430.+-L \f (3.79)
a—+z

where the linear operator p is given by

(Pd)i = €ijn [T], 54

The next step in the calculation is now to find the eigenvalues of p with their multiplicities.
These are found in a way which is very similar to the way we found the eigenvalues of the
matrix A in the calculation of the index of A* above. Again, one shows that p is traceless,
while p? + p is equal to the Casimir operator for a certain representation of SU(2). The
representation in question is given in its infinitesimal form by the adjoint action of the
residue matrices ¢; on the complexification of the Lie algebra su(k). One can show (for
example by calculating the character) that this representation splits into k — 1 irreducible
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representations of complex dimensions dy = 3,ds = 5,d3 = 7,... ,d;, = 2k 4+ 1. The ith of
these irreducible representations then gives us d; — 2 (real independent) solutions that are
non-normalisable and d; 4+ 2 solutions that are normalisable at least in the neighbourhood
of z = —a. Thus, the pole at z = —a makes 3. {d; — 2} zero modes of P non normalisable.
At z = a, we have the same situation and another > {d; — 2} zero modes of P become
non normalisable. This means we can now count the number of real parameters we are
left with. We started with 3(k* — 1) real parameters for the three su(k) matrices ;.
Of these parameters, k? — 1 disappear because we work modulo gauge transformations.
This leaves us with 2(k? — 1) parameters. Subtracting the number of parameters for non
normalisable solutions and adding tree for the spatial translations, we obtain

k—1
2(k* = 1) —2) (di—2)+3 =4k —1
i—1

real parameters.



Chapter 4

Dynamics of BPS-monopoles

4.1 Monopole dynamics; a geodesic approximation

In the previous chapter, we have looked into the problem of finding classical field configu-
rations for time independent monopoles of minimal energy. We found that for monopole
charge k, there is a 4k — 1 parameter family of such solutions, modulo gauge transfor-
mations. In this chapter, we want to study the low energy dynamics of these monopoles.
To this end, we would like to use a geodesic approximation like the one we treated in
section 1.6. That is, we want to describe monopole motion as a geodesic motion on the
manifold of static minimal energy monopoles, where the metric on this manifold is the
metric induced from the £2-metric on the space of field configurations. This means that
the metric at any point z of the manifold of minimal energy configurations is given by the
£? inner product of the zero modes of the monopole configuration that corresponds to z.

In principle, there are two things to do before application of this geodesic approxima-
tion is possible. First, we have to find coordinates that describe the manifold of static
monopoles and then we have to calculate the metric from the zero modes that correspond
to these coordinates. Now there is a problem with this approximation here, which did
not occur in the discussion in chapter 1: Since gauge transformations leave the energy
invariant, the manifold of minimal energy monopoles will be infinite dimensional, as any
monopole will have infinitely many zero modes which correspond to infinitesimal gauge
transformations. We do not want to incorporate all these gauge modes into our geodesic
approximation, because most of them do not correspond to physical properties of the
monopole system. Rather, they correspond to a redundancy in our description of the
system. Therefore, we want to somehow get rid of most of these gauge modes, so that we
will (hopefully) be left with a finite number of physically interesting zero modes to work
with.

Note that we do not want to get rid of all gauge modes, as some (or actually:one) will
turn out to have physical significance. Therefore, what we should really do at this point,
is determine which class of gauge transformations describes real physical symmetries of
the monopole system. The rest of the gauge transformations would then be redundant
and we could look at the configuration space modulo these transformations.

It is argued in [48] (and references therein), that the redundant gauge transforma-
tions are the ones that approach unity at infinity and that are connected to the identity
transformation. We will call these transformations small gauge transformations. and the
remaining ones large gauge transformations. One can identify the small gauge transforma-
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tions by requiring that Gauss’ equation (3.5) is satisfied at all times. As we have argued
at the start of chapter 3, this equation should be satisfied for all physical configurations.
We will not repeat the argument given in [48] in detail here, but we will give a partial
proof (which requires less work and fits more easily into our treatment) in section 4.2.
In particular, we will make the extra assumption that we can get of all time dependent
gauge modes through small gauge transformations. Time dependent gauge modes do
not fit comfortably into the zero mode methods we have described in chapter 1, because
there, we always assumed zero modes to be time independent. The easiest way to get rid
of them is to require that Ag is equal to zero at all times. This can always be assured by a
suitable gauge transformation, but here, we assume that it is actually possible to do this
through a small gauge transformation. Note that choosing Ay equal to zero eliminates
only the time dependent zero modes. All time independent gauge transformations keep
the condition Ag = 0 invariant and are thus still allowed. In section 4.2, we will show
that requiring the fields to satisfy the Ay = 0 version of Gauss’ law effectively divides
out the time independent small gauge transformations. That is, we will see that as time
goes by, fields which satisfy Gauss’ law only vary in directions orthogonal to the flow of
small gauge transformations. For the geodesic approximation, this means that we restrict
the geodesic motion on the manifold of static monopoles to a sub-manifold orthogonal to
this flow. The whole analysis then proceeds in terms of coordinates for this sub-manifold
and zero modes which lie along it, or in other words, which are orthogonal to small gauge
modes. In this way, we are effectively working in the space of static monopole config-
urations of minimal energy modulo small gauge transformations. because this is rather
a mouthful, we will call it the moduli space for short. There is a moduli space for each
monopole number and we will call the n-monopole moduli space M,,

There is one subtlety about dividing out small gauge transformations which I should
mention here. In the literature on monopoles, one usually does not just divide out the
group of small gauge transformations, but in stead the bigger group of transformations
which do tend to unity at infinity, but are not necessarily connected to the identity
transformation. For us, this difference is probably not important. In our semi-classical
approximation, we will be unable to see gauge transformations which are not homotopic to
the unity transformation, as these transformations will take us out of the neighbourhood
of the classical solution we are using as a starting point for the approximation. In fact, we
will only deal with gauge transformations which differ by an infinitesimal amount from
unity. Therefore, I expect that using only semi-classical methods, we will not be able to
distinguish between dividing out only the small gauge transformations and dividing out
all gauge transformation which tend to unity at spatial infinity.

Though we have now indicated how a geodesic approximation for monopole dynamics
can be set up, we have not given any arguments as to why geodesic motion along the
moduli space should be a good approximation to the exact monopole dynamics at low
energy. If there would be a gap in the spectrum of the BPS-monopoles, then we would
be able to use estimates like the ones we made in section 1.6 to make this plausible, but
already in the first article ([12],1982) on this subject, Manton remarks that this is not
the case and that there are modes of arbitrary low non-zero energy, corresponding to
low frequency electromagnetic waves. These should be radiated by the monopoles when
they they are in accelerated motion. However, Manton also says that the electromagnetic
radiation emitted by the monopoles should approach zero as the monopole speeds go to
zero. This gives hope that, even though there is no gap, not too much of the kinetic
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energy of the monopoles will be transferred to the non zero modes and the speed of
motion along the moduli space will stay approximately constant. In a later article [49],
Manton actually calculates the amount of energy that the monopoles emit as radiation for
two relatively simple scattering processes and shows that it does indeed become negligible
compared to the total kinetic energy as the monopole speeds go to zero. However, it was
not until 1994, that Stuart finally managed to rigorously prove the validity of the geodesic
approximation for monopole dynamics [50]. The idea of the proof is similar to that of
our discussion at the end of section 1.6, but the estimates involved are so complicated
that including the proof in this thesis would probably double it’s length. Stuart’s main
result can be (sloppily) stated as follows: If we start with a field configuration (A, ®)
which at time ¢ = 0 lies in configuration space at a distance of order €? from the space of
minimal energy monopoles and which has an initial speed along this space of order ¢ and
in all other directions of order €2, then, for € small enough, there will be a time interval
of length O(2) during which (A4, ®) will stay within a distance of order € from a geodesic
on the moduli space.

On the one hand, we see from this that the geodesic approximation for monopoles
becomes asymptotically exact if we let the monopole start on the moduli space and let
it’s initial speed go to zero. On the other hand, we see that when we want to do classical
scattering calculations in practice, i.e. with some fixed initial speed, we can expect the
approximation to break down after some finite time. In fact, we can always expect to
describe a stretch of the monopole’s trajectory with length of order one, but not necessarily
the whole trajectory.

4.2 General information on monopole moduli spaces

In this paragraph, we will make much of the material we dealt with in the previous
paragraph much more explicit. At the same time, we will obtain some general information
about monopole moduli spaces. We will work in Ay = 0 gauge, thereby eliminating all
time dependent gauge transformations and leaving all time independent ones.

The easiest way to approach monopole moduli spaces is to look at the zero modes
of monopole configurations. To find these, we would normally linearise the equations of
motion around the monopole in question and then solve the linearised equations to give
the zero modes. In the case of the BPS monopole, there is an easier method: we can
opt to solve the linearised Bogomol'nyi equations in stead of the linearised equations of
motion. The reason for this is, that if we deform a monopole in such a way that we keep
the energy fixed, then the deformed monopole will still saturate Bogomol'nyi’s bound and
will therefore still be a solution to Bogomol’'nyi’s equations. Suppose now that (121, 513) is
a monopole solution and look at the deformation of this solution given by (121 +a,d+ ?).
If we now require that, to first order in a and ¢, this is still a solution to Bogomol’'nyi’s
equation B; = D;®, then we find that (a,¢) will have to satisfy the following linear
equation.

1 .., - - - -
—§e”k(Djak — Dyaj) = D¢ + ela;, D] (4.1)

Next to this equation, we have an extra condition on zero modes, which follows from
Gauss’ law. With Ay = 0, Gauss’ law is just a constraint on the time derivatives of the
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fields (A;, ®). This constraint easily follows from (3.5). It is

D;A; + e[®, d] = 0. (4.2)

Now we want to view the dynamics of monopoles as motion along the manifold of static
minimal energy monopoles. The time derivatives of the fields in such a motion will
obviously have to lie along tangent vectors to this manifold. These tangent vectors are
just the monopole zero modes, i.e. the solutions to the equation (4.1). However, not all
of these are allowed if we have to satisfy Gauss’ law at all times. It is easy to see from
(4.2) that the only zero modes which are physically relevant are the ones which satisfy

Dia; + e[®, ¢] = 0. (4.3)

Such zero modes are said to be in background gauge. Now let us show that this condition
on the zero modes effectively divides out the small gauge transformations. From (4.3), it
trivially follows that we have

/d3x {(biai)“/\“ + (%ee“bcci)bgzﬁc)/\a} =0 (4.4)

for all Lie algebra valued functions A. In fact, (4.3) and (4.4) are equivalent, even if we
restrict ourselves to compactly supported A. If we assume A to be compactly supported,
we can use partial integration to rewrite (4.4) as

/ APz {aff)iA“ + qﬁa(%eeabC&)bAC)} =
(a0, 0): (D [ed,A])) = 0 (45)

where we have defined a natural inner product < -;- > on Lie algebra valued vector
functions on R?® through a combination of contracting internal and spatial indices and
taking the £? inner product on R3.

Now note that, for infinitesimally small A, the expression (D;A, [e®, A]) is just the
variation of the fields that would be caused by the gauge transformation g(z) = e®M®).
Note that this is a small gauge transformation, because it is clearly connected to the unity
transformation and we had required A to approach zero at spatial infinity, a requirement
which was needed to enable us to do the partial integration that brought us from (4.4)
to (4.5). Thus we see that the requirement (4.3) on the zero modes is equivalent to the
requirement that zero modes be orthogonal to small gauge transformations, with respect
to the inner product < ;- > . In other words, by imposing Gauss’ law on the fields, we
are effectively dividing out small gauge transformations.

The inner product < -;- > on zero modes is also the inner product which gives us the
metric which determines the dynamics on the moduli space. We will now show that this
follows from the physics of the theory, combined with the assumption that the motion
of the fields through configuration space is such that the fields stay on the manifold of
BPS-solutions at all times. To this end, let us assume that we have a set of coordinates
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21, that describe the moduli space. Now if we have a field configuration (A, ®) that moves
along a path on the manifold of BPS-solutions and satisfies Gauss’ law (4.2) at all times,
then we can identify the path along which the configuration moves with a path on the
moduli space. This means we can express the time dependence of the configuration in
terms of the coordinates z;. That is, we have (A(t), ®(t)) = (A(z(t)), P(2(t))), where z(t)
describes some path through the moduli space. The time derivatives of the fields can now
be written as

(A;(2), ®(2)) = 21(6,4(2), 6:D(2)) (4.6)

where (05 A4;(2), P (2)) is the zero mode of (A4;(2), ®(z)) that corresponds to an infinites-
imal change of z;. Note that (0,A4;(2),0xP(2)) does not have to be equal to (0, 4;, 0., ).
This last expression may have a nonzero inner product with some small gauge transfor-
mations. (0xA4;(2),0,P(2)) is just the orthogonal projection of (0, A;, 0., P) on the vector
space of zero modes which are orthogonal to small gauge transformations. This means
that in general, we can write

(6k Ay, 6,D) = (0., Ay, 0., ®) + (Dye, [®, €]) (4.7)

where the gauge parameter €(x) is some Lie algebra valued function of x that goes to
zero at spatial infinity. If (0,, A;, 0., P) is known then € can be uniquely determined by
requiring that the right hand side of the above equation satisfies Gauss’ law.

We are now in a position to derive an effective Lagrangian for the restricted monopole
dynamics we are considering here. First, let us write down the full Lagrangian (cf. formula
(3.1)) for the gauge Ay = 0. This is given by

1 o .1
L= /di”xTr {AZAZ- + 0D+ SFF + DZ@DZ&I)} . (4.8)

We see that, in this gauge, there is a clear distinction between the first two terms,
which represent the kinetic energy of the configuration, and the last two terms, which
represent (minus) the potential energy. Because we have restricted our configurations to
lie in the manifold of configurations with minimal potential energy, the last two terms are
actually constant in time. This means that they are not relevant to the dynamics of our
restricted system and we can leave them out of our effective Lagrangian. The first two
terms can be rewritten using (4.6) and this leads to the following effective Lagrangian:

1 3 {a Aa 50 Fa
L = i/dx{AiAi—kd)(I)}
1
= 5 /dg.’li {zkékAf 2151A? + 2k5k¢a 73;(51@“}
1 . 1 .
= 3 ((0rA, 0xD); (5 A, D)) 215 =: §gkl(2)2kzz (4.9)

and we see that this is just the Lagrangian for geodesic motion on the moduli space
endowed with the metric g defined through the inner product < -;- > of the zero modes, as
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we expected. The Hamiltonian that follows from this Lagrangian can be easily calculated.
It is given by

1 _
H = —gkll(z)pkpl (4.10)

2

where py is the momentum conjugate to z;. Note the analogy between this formula and
the formula (1.39) we found in section 1.5.3 for the lowest order effective Hamiltonian for
a theory with only scalar fields and without gauge modes. Just as there, we see that, if the
zero mode corresponding to a change of z; is non-normalisable, then the coordinate z; is
not physically relevant. Here, we can see this most easily from the effective Lagrangian; if
any non-normalisable mode is excited, then the Lagrangian, and hence the kinetic energy,
diverges. Thus, for physical applications, we are only interested in normalisable zero
modes.

Note that, though the above argument does give the metric on the moduli space, it
certainly does not prove that the geodesic approximation for monopole dynamics works.
In fact, by looking at configurations which were restricted to lie on the manifold of solu-
tions with minimal potential energy, we artificially prevented that any energy would be
transferred into the modes orthogonal to this manifold. Therefore, it is not surprising
that we ended up with a Lagrangian which describes a geodesic motion. The whole point
of the proof for the geodesic approximation (see [50]) is to show that, even when there
are no artificial constraints on the monopoles’ dynamics, the energy that flows into the
orthogonal modes becomes negligible as the monopole speeds go to zero. Once one has
given such a proof, one can say in retrospect that the monopole are effectively confined
to the manifold of configurations with minimal potential energy and still use the above
argument to find the effective action and the metric on the moduli space.

At this point we are really back at the end of the previous section, with this difference,
that we now have some explicit formulae to work with. Let us now do something really
new and calculate the dimension of the moduli space. We have already done most of the
work for this at the end of section 3.5. There, we found that the most general monopole
of charge k depends on 4k — 1 parameters, if we divide out all gauge transformations.
From this, we can conclude that a k-monopole moduli space will have at least 4k — 1 zero
modes and that any zero modes that we have not counted yet have to be gauge modes.
Of course, we are looking modulo small gauge modes, so we are left with the task to
find the number of large gauge modes that are orthogonal to all small gauge modes, or
equivalently, all large gauge modes that satisfy the condition (4.3).

Now one checks easily that, if (121, &D) is a monopole solution, then all time independent
gauge modes around it will be given by

(CL, gb) = (EzAa 6[&), A])

for some Lie algebra valued function A of the space coordinates. Substituting this into
the condition (4.3), we find the following condition on the function A :

DiDiA + ¢ [cb, [é,A]} —0 (4.11)
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Now there is a one dimensional space of solutions to this equation which can be easily
identified. It is given by

Alz) = (4.12)

where Y is a real parameter. The division by v is necessary to make A dimensionless and
also makes sure that the length of A(z) at infinity is just |x(z)|. Substituting the above
into (4.11), we see that the second term on the left hand side is trivially equal to zero,
while the first term becomes zero using f)lé = BZ and DZBZ = 0. Of course, the question
is now: are there any other physically relevant solutions ?

To answer this question, let us first note once more that any physically relevant zero
mode has to be normalisable. For the gauge mode corresponding to A, this means that
we have to have

/ A3z Tr {DiA[)Z-A + [, A] [é,A]} < o0

Since both terms in the integrand are non-negative, it follows that we have to have

[)zA = 0( 31/2) (33 - OO)
[&),A] = o(-1y) (2 — o0) (4.13)

It follows from the second of these that we have to have

Where ¢(x) is an arbitrary real function of the spatial variables. Substituting this into
the first of the equations (4.13), we find the following equation for ¢(x)

d;(In(c(2))) = — (DZ&») o1, (4.14)

Now D;® has to be at least of order ﬁ to make the energy of the configuration (A, ®)
converge and similarly, ®~! has to be of order 1, so we find

o(x) = o(ev?)  (x — o0)

and we see that, at infinity, ¢(x) is equal to a constant plus terms that decrease to
zero. Effectively, this means that any normalisable gauge mode will be equal to the
mode described by (4.12), plus possibly some small gauge modes. Since we are working
modulo small gauge modes, it follows that the mode given by (4.12) is the sole physically
interesting gauge mode.
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If we now add the large gauge mode we have found to the 4k —1 zero modes we already
had, we see that we have 4k independent zero modes around any k-monopole. We can thus
conclude that the k-monopole moduli space is 4k-dimensional. Weinberg [51] was the first
to (informally) derive this dimensionality. A formal proof can be found in Taubes’ work
[52]. In this article, Taubes applies index theoretical methods directly to the equations
(4.1) and (4.3). We have avoided this by going through Nahm’s transformation.

Let us now give a physical interpretation to the gauge mode we have found. This
is relatively easy, because we can readily identify the collective coordinate to which this
mode corresponds. The gauge mode is just the generator of the one parameter group of
gauge transformations given by y — e+ ® and we see that y can be used as the collective
coordinate corresponding to the gauge mode. Note that x is a periodic coordinate with
period i—g, because @ has eigenvalues +iv at infinity (away from infinity, we can neglect
the effect of a change in y, because we are working modulo small gauge transformations).

Though it is not clear if and how one should physically distinguish between config-
urations with different values of y, it is easy to see what happens as x becomes time
dependent. If we gauge transform the fields (121, <i>) by 2% at time t, then we effectively
turn on an FE-field proportional to the B-field. More explicitly, in Ag = 0 gauge, we have

E; = A; and the deformation in A; due to the gauge transformation e s given by

0 A; = 9/(Di(*8)) = 2D,b = X B, (4.15)
v v v

We can now find the electric charge of the deformed configuration by calculating the flux
of its Abelian electric field E through the sphere at infinity. However, it is clear that this
flux will be just % times the flux of the Abelian magnetic field B. This last flux would give
us the magnetic charge and so we find without any serious calculation, that the electric
charge of the deformed configuration will be %g, where ¢ is the magnetic charge. Thus,
we see that the time dependence of the collective coordinate y determines the electric
charge. Of course, as the electric field is turned on, the energy is also raised and we go
from a situation with only a potential energy of vg to a situation with the same potential
energy, but with an added kinetic energy of %.

Next to y, there are three more collective coordinates which are are easy to identify
and present in all the monopole moduli spaces. These are the coordinates corresponding
to the position of the centre of mass of the monopole configuration. We will call these
X1, Xs and X3. We have already seen these arise explicitly in our description of Nahm’s
construction as the traces of the matrices T;. Generally, one can show [53] that the n-
monopole moduli space has the form M, = R® x (S* x MY)/Z,. Here, the R3-factor
corresponds to the centre of mass coordinates X; and the S* is just the circle parametrised
by x. M? is a simply connected 4(n — 1)-dimensional hyperkihler manifold which is
sometimes called the moduli space of ”strongly centred” monopoles, because it describes
the dynamics of monopoles in the coordinate system for which the centre of mass of the
monopole configuration is located at the space origin at all times. The n-fold cover of
M, R? x St x MY is metrically a direct product. That is, the metric on R3 x St is
independent of the coordinates on M? and vice versa. This makes it pleasant to work
with coordinates for this n-fold cover in stead of directly with coordinates for M,,. When
we do this, we have to implement the identification modulo Z; by identifying certain
sets of coordinates, which describe identical field configurations. We will see an explicit
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example of this in the two monopole case which is discussed in section 4.4.

I will not give a detailed proof that MY is a Kéhler manifold, but I will indicate the
three anti-commuting complex structures that go with this manifold. These can be seen
most easily in the notation of section 3.5, i.e. in a Fuclidean setting with a ”dummy
coordinate” x, and with A, := ®. In this notation, the linearised Bogomol'nyi equation
(4.1) and the gauge condition (4.3), which together determine the tangent vectors of M,,,
take the form

Dlal —+ DQCLQ + Dg(lg + D4CL4 = O (416)
—DlCL4 - D2a3 + Dg(lg + D4(11 =0
Dlag — E2a4 — D3a1 + D4CL2 = 0

—D1a2 —+ DQal — D3a4 + D4a3 = 0.

The top equation in this set is the gauge condition, the rest are the three component
equations of the linearised Bogomol'nyi equation. These four equations can be restated as
one equation if we combine the four components of a(x) into a single element of su(2) @ H.
Let us then write

(alaa'27a’37a4) E&4®1+a1®i+az®j+a3®k‘.

Similarly, let us define an operator D on su(2) ® H-valued fields by

DI:D4®1—D1®i—D2®j—D3®k’

With this definition, we can write down the four equations (4.16) in the single quaternionic
equation

Da = 0. (4.17)

Now note that the operator D commutes with quaternionic right multiplication. It follows
that, for any quaternion ¢, we have D(aq) = (Da)q = 0. Since the solutions to Da = 0
can be identified with tangent vectors to M,, at (121, @), it follows that the tangent spaces
of M,, are all closed under the action of quaternionic right multiplication. In particular,
multiplication on the right by the quaternions ¢, j and k gives M,, three anti-commuting
almost complex structures, which we will call e, es and e3. These structures are given
explicitly by

e1(ar, az, a3, ) = (¢,as, —az, —ay) (4.18)
el(ar,az,a3,¢) = (—az, ¢, a1, —az)
el(ar, az,a3,¢) = (a2, —ai, ¢, —az)

(4.19)

We will not prove that these almost complex structures are actually complex struc-
tures, but we do want to note that they leave the inner product < -;- > and hence the
infinitesimal metric g invariant.
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To end this section, I want to mention that the moduli spaces M,, have an alterna-
tive description in terms of certain moduli spaces which can be defined on the space of
Nahm data T;. We have already seen that the Nahm data have the right number of pa-
rameters modulo gauge transformations and that their traces correspond to the collective
coordinates X;, but the correspondence goes much further. A similar construct to the
one described above gives the moduli spaces of Nahm data three anti-commuting com-
plex structures and one can in fact show that they are hyperkahler manifolds. Moreover,
Nakajima [54] has proved that the moduli space of Nahm data for SU(2) monopoles of
charge n, with its natural £2 metric, is isometric to the n-monopole moduli space M,,.
This makes these moduli spaces the same for all practical purposes.

4.3 Metric and Dynamics on M;

In this section, we will calculate the metric on the one monopole moduli space M; and
discuss the resulting classical and quantum dynamics. This will be a fairly brief exercise,
as most of the work was already done in the previous section.

From the information presented in section 4.2, we can easily draw the conclusion that,
as a manifold M is just R? x S, where the factor R? corresponds to the three parameters
X, for spatial translations and the factor S! to the parameter y whose time dependence
determines the electric charge. To calculate the metric, we need to know the explicit
forms of the zero modes that correspond to xy and the X;. For x, we derived in section
4.2 that we have

(6:4:,0,8) = (%Dici), 0) . (4.20)

For the zero modes corresponding to spatial translations, we have to have

(5Xin,5Xj<i>j) — (ain,ajéj) + (DiAj,e[cp,Aj]) (4.21)

for certain su(2)-valued functions A; which approach zero at infinity. The first term
on the right hand side of this equation is just the change in the fields (A4, ®) due to a
translation in the j-direction. This is just the zero mode we would expect. The second
term is an infinitesimal small gauge transformation, which is needed to bring this zero
mode into background gauge.

We could find the functions A;, and thereby the explicit form of the translational zero
modes, by substituting the above equation into the gauge condition (4.3), but there is
a more elegant way. We can obtain the translational zero modes from the gauge mode
(4.20) by applying the three complex structures ej, e and es given in (4.18) to it. This
gives

€1 5XA“ 5X(I) = 0, Dgé, —DQé, —Dlé = —81 AZ, q~) + DlAl, 6[6), Al]
e (0,4, 0,@) = (—D30,0,D,0,—Dy®) = —05(A;, @)+ (DiAs, e[®, Ay
€3 5XA“6X¢ = Dgé, Dlé,O,—D3~ = —83 A“é + Dlﬁg,e[&),ﬁg] ,
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where we have used Bogomol'nyi’s equation B; = D;® in going from the second to the last
members of these equations. Comparing the last members to equation (4.21), we can see
that we have indeed obtained the translational zero modes (just take A; = —A;). The zero
modes as we have given them in (4.22) are automatically in background gauge, because the
complex structures e; preserve this condition (it is just the first of the preserved equations
(4.16)) and the gauge mode (4.20) was already in background gauge. Of course, one can
also easily verify directly that the background gauge condition is satisfied.

Now that we have all the zero modes in background gauge, calculating the metric is
easy. The off-diagonal elements all vanish, while the diagonal elements are independent
of X and x and are given by

9Xix; = U29xx = /dgx {Diébié} = M, (4.23)

where M is the total energy of the configuration (A, &)), i.e the mass of one monopole.
Thus, the low energy dynamics of one monopole are governed by the Hamiltonian

2

H= oo (P4 P+ F) + ol (4.24)

where the P; are the momenta conjugate to the X; and P, is the momentum conjugate

to y. Needless to say, we have P, = X, and P, = x and these quantities are constants

of the motion. Thus, classically, the monopole moves along a straight line in R3 at a

constant speed and it also has a constant speed along the S factor of the moduli space,

which means that its electric charge is conserved. The values of the momenta (F;, P,)

can be chosen arbitrarily and thus the monopole can move at arbitrary speeds and have
an arbitrary electric charge.

When we look at the quantum mechanics of the Hamiltonian (4.24), we get a fairly
similar picture. The momenta P; and P, are still constants of the motion and each
eigenstate of H is uniquely labelled by the quantum numbers p; and p, which represent
the eigenvalues of P; and P, . Explicitly, we have

Here, the p; can still be chosen arbitrarily, but p,, and thus the electric charge, is
now quantised in units of e, because |p,p, > has to be single valued when we vary the
2?’r—periodic coordinate Y.

Note that all we have done here for one monopole is also valid as a description of the
dynamics of the centre of mass of a configuration of n monopoles. The only difference is
that the mass M of a one monopole configuration will have to be replaced with the mass
of the n monopole configuration in this case.

Note also that we can see from the results of this section that the geodesic approxima-
tion is really a low velocity approximation. Since we know the exact field configuration for
a static monopole, we can produce the exact field configurations for a moving monopole
by applying a Lorentz boost to these. Especially at high velocities, such a boost would
cause a Lorentz contraction of the monopole, thus making the fields at any given instant
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quite different from the uncontracted fields of a static monopole. We also know the field
configurations for a static Julia-Zee dyon. ! We could produce these from monopoles by
turning on an FE-field, but we had to rescale the fields after doing this in order to still
satisfy the boundary conditions. In the geodesic approximation, we can produce a static
dyon by a uniform motion on the S! factor. Here we see once more that the approximation
works better at lower speeds; The geodesic approximation ”forgets” to rescale the fields,
but this effect becomes negligible at low electric charges, i.e. at low speed on S*.

4.4 Metric and Dynamics on M,

In this section, we will treat the low energy dynamics of a system of two monopoles. To
do this, we need the metric on the moduli space M of two monopole configurations.
If all two monopole configurations and their zero modes were known explicitly, then we
would be able to find this metric by direct calculation, as we did for the one monopole
case. However, this is not the case. 2 Of course, we can still find the metric on the
R3 x S'-factor of the double cover of the moduli space in the same way as in section 4.3,
but this still leaves us with the task to determine the metric on the moduli space M} of
strongly centred two monopole configurations. For this manifold we cannot calculate the
metric directly. Still, Atiyah and Hitchin [53] managed to find the exact metric on M by
exploiting the fact that this moduli space is hyperkéler and admits an isometric SO(3)
action.

This SO(3) action on the moduli space is induced from the action of SO(3) on the
space of field configurations. Since this action just rotates field configurations in space, it
leaves their £2 inner products fixed. Hence, it also fixes the metric on the moduli space,
as this is induced from the £? metric on the space of field configurations.

It can be shown that two monopole configurations are never spherically symmetric and
axially symmetric if and only if the monopoles’ centres (the zeros of the Higgs field) are
located at the same point. Therefore, the orbits of the SO(3) action on the moduli space
MO of strongly centred monopoles are three dimensional, except in the one special case
where the monopoles are both located at the space origin. As a result, we can parametrise
M? in terms of a variable r which determines the separation between the monopoles, two
angular variables 6 € [0, 7] and ¢ € [0, 27|, which determine the orientation of the axis that
joins the monopoles and an angular variable ¢ € [0, 27], which parametrises a rotation
about this axis.> Note that the radial variable r does not actually have to be equal to
the separation of the monopoles, as long as it determines this separation uniquely. This
means we can redefine r to suit our purposes later. The angles 6, ¢ and v are called the
Euler angles. They give a parametrisation of SO(3). For a good review of their precise

1See the equations (3.47). Note that for comparison with the geodesic approximation, we either have
to transfer these into Ay = 0 gauge or apply the inverse transformation to the fields obtained from the
geodesic approximation.

2Note that the exact Nahm data for all two monopole configurations are known and that in principle,
it should be possible to calculate the metric by exploiting the isometry between the moduli space of Nahm
data and that of monopole configurations. However, this was not the way the metric was first found. In
fact, the isometry between the moduli spaces was found long after the two monopole metric

3In principle, we could also need an additional discrete index to label distinct SO(3) orbits of con-
figurations which do have equal separation between the monopole centres. It turns out that this is not
necessary, but we will not prove this.
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definition, see e.g. [55].

Though the orbits of the SO(3) action are almost all three dimensional, they are not
isomorphic to SO(3), because the field configurations in the moduli space are invariant
under a discrete group of symmetries. These are given by

S1 ¢ 6'_>7T_07 ¢'_>7T+¢a w'_)_wa X=X (425)
Sy 0—0, ¢—¢, b—m+y, x—T+x
S3 - 0'_>7T_97 ¢H7T+¢7 2/}'_>7T_¢7 XHW+X

To get a one to one parametrisation of the moduli space, we have to identify sets of
coordinates that are related by these symmetries. Note that while s, and s3 involve a
change in the coordinate y on the S! factor of the moduli space, s; changes only the spatial
location of the monopoles. To be precise, s; corresponds to point reflection in the origin
and hence it exchanges the monopoles. The fact that the fields are invariant under this
transformation tells us that monopoles are indistinguishable particles. In the double cover
R3 x St x MY of My, the identification corresponding to s; has already been performed.
The symmetry s, is the symmetry that corresponds to the Zs in R3 x (S x MY) /Z,. The
fact that sy leaves the fields invariant means that rotation of a monopole configuration by
an angle of 7 radians around the axis joining the monopoles can be undone by a shift of 7
radians on the phase factor of the moduli space. It is likely that monopole configurations
that differ only by a constant phase shift on the S! factor of the moduli space cannot be
physically distinguished. Therefore, the symmetry s, may physically appear as a discrete
rotational symmetry of two monopole configurations. The symmetry s3 does not have to
be discussed separately, as it is the product of s; and s,

We now want to write down an expression for the metric on M} that makes the SO(3)
invariance as clear as possible. To this end, we introduce three one-forms oy, 0, and o3,
given by

o1 = —sinydf+ cosysinbdeo (4.26)
oy = cosydf+ sinysinfdeo
o3 = dip+cosfdop

These one forms have an interesting physical meaning in the theory of rotations of rigid
bodies which will be of use to us. The position of a rigid body in space can be described
by the position of one reference point in the body (usually the centre of mass) and Euler
angles 6, ¢ and v defined as above. If one fixes the reference point in the origin, the motion
of the body is described by a set of time dependent Euler angles, i.e. by a path through
SO(3). The components of the instantaneous angular velocity of the body in space will
then be given by one forms on SO(3). Naturally, these one forms can be changed by
rotating the inertial frame in which one chooses to study the body. However, if one fixes
an orthogonal coordinate frame in the body (so that it rotates with the body), then the
components of the angular velocity in this frame will be independent of the angle from
which one chooses to look at the body in the laboratory. Now the one forms o; above are
just the one forms which give the components of the angular velocity of a rigid body in
an orthogonal frame that moves with the body (see for example [55],p.176). Hence they
are SO(3) invariant.
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If we now write the metric in terms of dr and the SO(3) invariant one forms o;, then
the condition that the metric is SO(3) invariant becomes just the condition that the
coefficients of the metric are independent of the Euler angles. Moreover, one can show
[56] that the metric takes the form

ds* = f2dr® + a*o} + b*o5 + P03, (4.27)

where the functions a, b, ¢ and f depend on r only.
Before we determine the functions a,b,c and f, let us first write the Lagrangian and
the equations of motion in terms of these. The Lagrangian for two monopole motion is

M ..
L= S (XX + ) + g( FH2 4 20?4 02wl + Rwd), (4.28)

where p is the reduced mass of the monopole system * and where we have written w; for
the component of angular velocity that corresponds to oy, i.e.

wy = —siny f + cossinf o, ete.

We see that the analogy with rigid body motion persists. If r is kept constant, this would
be exactly the Lagrangian for the free motion of a rigid body with principal moments of
inertia equal to pa?, pb? and pc®. It follows that the equations of motion for a, b and c
are the same as those for the rigid body. These are most conveniently expressed in terms
of the angular momentum L. In an inertial frame these will of course be constant, but in
the coordinate system that moves with the body, we have (cf. [55],p.204)

OL=Lxw (4.29)
For the axes of the moving system we will of course take the principal axes of the body
and hence the components of L are given by
Ly = HGQM, Ly, = ub2w2, Ly = ,uc2w3

Filling this in in (4.29) gives us the equations of motion for the w; (in terms of the L;)

1 1
1 1
0Ly = (—,wz - —WQ) LyL,

1 1
OLly=|——— | IuL
tLs3 (Ma2 sz) 112

4Note that, in this section, we use units in which e and v have the numerical value 1, following [57].
2
It follows that M = 4r and p = 27 and that we have x2 in stead of X
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Of course, these equations are not really the equations for a rigid body in free motion,
because r varies in time. This implies that the "moments of inertia” pa?(r), pb*(r) and
uc?(r) change in time and hence the "body” changes shape during the motion. The
equation of motion for r that follows from (4.28) is

o,a

a3

O,b
L+ FL§ +

o,c

W2 fo (forr) = gLﬁ + (4.31)

Note that, whatever the time behaviour of r and whatever the form of the functions
a, b, ¢, we can always solve the equations for the angular motion by taking two of the L;
zero and the third equal to a constant. These three kinds of special solutions correspond
to rotations of the "body” around one of its principal axes. When the functions a, b, ¢
and f are known, the time dependence of r can then be determined from the equation
(4.31) above.

The rigid body analogy also helps in finding the constants of the motion for the
monopole system. Next to the centre of mass momentum and the total electric charge,
they are the total energy of the relative motion, given by

E _ 1 (f27;2 —I—a2w2 +62w2 +02w2) _ 1 f2,';2 + L% Lg L% (4 32)
bl ! 2 8/ = oH 2ua? | 2ub? | 2uc? '
and the three components of the angular momentum, when measured in an inertial
system. Note that these are not the L;, as these are the components of the angular
momentum in the frame that rotates with the body. Still, the length of the angular
momentum is the same in the inertial and rotating frames and hence we do know that
L? + L% + L2 is a constant.

To go further, we need to determine the functions a, b, ¢ and f in the metric. This
can be done by using the fact that the moduli space M9 is a hyperkiler manifold. It can
be shown that the Riemann curvature tensor for a four dimensional hyperkahler manifold
is necessarily self dual. That is, we have to have

1
Rm/pa - 5 €uvaps Raﬁpo— .

This condition translates to a system of differential equations for the components of the

metric. For the SO(3)-invariant metric we have given in (4.27), this system reduces to
the following three equations for the functions a, b, ¢ and f.

2bc @

Tar (b—c)? —a? (4.33)
2—?% = (c—a)P -V
r
2ab dc
7% = (CL — b>2 — C2

(4.34)
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Note that these equations can be obtained from each other by cyclicly permuting
{a,b,c}. Note also that the function f in these equations is to a great extent at our dis-
posal, because it can be changed by a redefinition of the radial coordinate r. Atiyah and
Hitchin [53] found that, given f, there is an essentially unique solution to the equations
(4.33) which gives a regular, complete metric and makes generic SO(3) orbits three di-
mensional. ® Atiyah and Hitchin found this solution by setting f = abe. Later, Gibbons
and Manton [57] found the same solution in a somewhat more explicit form, which we
will use.

In stead of f = abe, Gibbons and Manton chose f = —b/r. They then set

r=2K sin(%ﬂ), (4.35)

where K is the elliptic integral given by

w/2
K(k) = /0 drv/ 1 — k?sin® 7. (4.36)

We see that r(3) is strictly increasing (and hence invertible) for 3 between 0 and 7. We also
see that r has to take values between 7 and infinity. This implies that we cannot identify
r completely with the separation between the monopoles, because there are monopoles
which have zero separation. However, we will see that the separation between monopoles
does at least increase with r and that, when r is large, it does make sense to think of r
as (approximately) the monopole separation. Let us now write down the solution. This
takes the form

w, = — sin(ﬁ)ri—; — %7‘2(1 + cos()) (4.37)
wy = — sin(ﬁ)rj—;
wy = — sin(ﬁ)rg—; + %rz(l —cos(f))

when we define

wy = be, wy =ca, w3 =ab

From the formulae given here, one can easily derive a formula for a, b and ¢ in terms of
the elliptic integral K and its inverse. We will not write this out explicitly, but in stead,
we include a numerically obtained graph of the functions a, b and —c¢, taken from [57]
(see figure 4.1).

5Note that there are also two solutions which do give a complete metric and generically three dimen-
sional SO(3) orbits, but do not result in a a regular manifold. One of these is the solution given by
[ = -1, a=0b=c= 5. This looks very much like the flat metric on R%, but because a, b and c are
only equal to 5 in stead of equal to r, there is in fact a conical singularity at r = 0. This singularity
would be removed if we let the Euler angles parametrise SU(2) in stead of SO(3). The other solution is
a Taub-NUT metric we will study later in this section. This, too would give a regular manifold if SO(3)

was replaced with SU(2).
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Figure 4.1: graph of the functions a,b and (minus) c¢ that appear in the Atiyah-Hitchin metric (4.27).
Taken from [57].

We see that a = 0 at r = m. This reflects the fact that configurations in which
the monopoles are both located at the origin are axially symmetric and thus only two
dimensional (in stead of three dimensional). We also see this reflected in a coordinate
singularity, called a bolt, at » = m. On a path that goes through the bolt, the Euler
angles can make a discontinuous jump without making the path discontinuous. Figure
4.2 illustrates how this comes about.

Figure 4.2: Schematic representation of a monopole scattering process. Taken from [53].

This figure shows a schematic representation of a two monopole scattering process. As
the monopoles approach each other, they deform until, when they are coincident, their
mass is mostly concentrated in a toroidal structure around the origin. ® After this, the
monopoles can separate again in a completely different direction, which creates a jump in
the angles which describe the orientation of the axis which joins the monopoles. However,
from the picture, it should be clear that this discontinuity in the coordinates does not
correspond to a discontinuity in the monopoles’” motion.

SNumerical analysis shows [58] that this is indeed the case for configurations of two monopoles whose
centres coincide
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Using an asymptotic expansion for the elliptic integral K, one can obtain an asymptotic
expansion for the functions a, b and ¢ as r becomes large. This is given by

2, 1y
2
2
c = —f1-2+.., (4.39)

The neglected terms in a and b are of order r~te™", those in ¢ are of order e™" times an

algebraic function of r. We see that, as r becomes large, a and b become large compared
to c. In terms of our rigid body analogy, this means that, as r increases, the body becomes
long and thin, like a thin rod with the same orientation as axis that joins the monopoles.
We also see that a and b become asymptotically equal at large r. It follows that the
angular momentum component L3 is conserved when the monopoles are well separated.
It was first argued by Manton in [59] that this extra conserved quantity corresponds to
the relative electric charge of the monopoles (we will present his argument in section 4.5).
Thus, at large separation, the electric charges of the monopoles are individually conserved.

The exact form of the functions a, b and ¢ is so complicated, that even though all
the constants of the motion are known, we still cannot give the general solution to the
equations of motion (4.30) and (4.31). However, Atiyah and Hitchin [53] have described
the special solutions for which two of the "angular momenta” L; vanish and the third
is a constant (i.e. for which the "body” that corresponds to the monopole configuration
rotates about one of its principal axes). We will now give a very brief description of the
scattering processes they found.

For Ly = L3 = 0, we have two monopoles scattering. Their impact parameter and
speed are determined by the constants L; and E. The time dependence of r can be
determined most easily through the conservation law (4.32) for the energy F of the relative
motion. Rewriting this, we get

o_ 1 (28 I3
TP ( [ u2a2(7‘)) (4.40)

From this we see that, if we start out with the monopoles asymptotically far apart and
moving towards each other, the relative speed 7 decreases monotonically from its asymp-
totic value of %, i.e. the monopoles repel each other. Before their centres coincide,
the monopoles reach a point of smallest separation, after which 7 changes sign and the
monopoles move back out to infinity. The angle through which the monopoles scatter in
this process can also be (numerically) calculated. As the impact parameter goes to zero,
this scattering angle increases monotonically from 0 to 7/2.

When L, and L3 are zero and L» is a non zero constant, the equation that determines
the radial motion becomes

. 2F I}
P (7 - u%zm) A
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At large monopole separations, the motion that follows from this equation is the same as
that in the case we discussed previously, because a = b asymptotically. However, when
the monopoles get near each other, the scattering can differ from what we saw before,
because b, unlike a, does not go to zero at r = 0. In stead, it goes to m. This implies that
we now have two different kinds of scattering. If L2 is greater than 2un*FE, then we will
still have 7 = 0 before the monopole centres coincide and the scattering is similar to that
described above. If L2 smaller than 27 E, then the monopoles do move closer and closer
until their centres coincide. When the monopole centres coincide, the axis that joins the
monopoles is instantaneously rotated by 7/2 and the monopoles separate again in the
direction orthogonal to the plane in which they approached. Figure 4.2 can be seen as
a schematic representation of this phenomenon if the approaching monopoles are taken
to be at different heights in the plane vertical to the paper. In the process, Ly and Ls
exchange roles, so that the outgoing monopoles have Ly = 0 and L3 # 0. This indicates
that the monopoles’ orbital angular momentum has been converted into a relative electric
charge, so that the separating particles are dyons. These dyons attract, as can be seen
from the new expression for 72 after the exchange of L, and Ls;. We have

L, 1 (28 I3
# =5 (o) -

and since ¢? diminishes as r grows (cf. figure abcplot), 7 also diminishes as r grows, i.e.
the dyons attract. This attraction is quite remarkable, because it depends only on the
relative charge of the dyons and not on their absolute charges. In fact, we see that the
force between dyons without any orbital angular momentum is always attractive, even if
the dyons are oppositely charged. Because of the attraction between these dyons, there
are once more two possibilities. FEither they have enough kinetic energy to escape to
infinity or they don’t. In the last case, the dyons come back to the origin, where L, and
L3 change roles again, and so they are converted back into monopoles. These then move
out to infinity in the plane perpendicular to the plane in which the monopoles originally
approached. Obviously, this last kind of scattering process may take arbitrarily long and
it is the question whether the geodesic approximation will hold long enough to give an
adequate description of the real scattering in all cases.

The case with L1 = Ly = 0 and L3 # 0 is just the reverse of one the Ly = L3 = 0
processes. We start with two dyons which collide head on and we end up with two
monopoles flying away in the plane perpendicular to the line along which the dyons
approached.

The simplest scattering process is of course the case Ly = Ly = Lz = 0. This is
a limiting case of all the families of processes that we have described up to now. In
this process, the incoming particles are monopoles which approach each other head on
until their centres coincide. As soon as this happens, the axis that joins the monopoles is
rotated through an angle of 77/2 radians and the result is a configuration of two monopoles
moving out back to back. Figure 4.2 can be seen as a representation of this process.

The monopole scattering orbits we have just described are the only ones which are
known exactly. To study general scattering orbits, one has to rely on numerical methods.
Some numerical results on classical two monopole scattering were presented by Temple-
Raston in [60]. These results indicate that the general scattering has features that are
similar to those of the special cases we have just described. That is, there is scattering
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with and without electric charge exchange and the scattered particles generally do not
stay in the plane in which they approached. Temple-Raston also showed that the time
behaviour of two monopole configurations can depend chaotically on the initial conditions
[61].

We will not go into the numerical analysis of monopole dynamics. In stead, we will
study the dynamics of well separated monopoles analytically. To study well separated
monopoles (i.e. at large ), we can replace the Atiyah-Hitchin metric with its asymptotic
form 4.38. In fact, we will even neglect the exponentially decreasing terms in 4.38 and so
we will work with the metric given by

a=b=—-rf = r{/l—- (4.43)

This metric is identical in form to the so called Taub-NUT metric which appears in the
study of gravitational instantons [62], but it has a negative mass parameter. One can
easily check that this asymptotic metric is actually an exact solution of the equations
(4.33) for the functions a, b and c. It can also be shown that it is geodesically complete
and finite, but that the corresponding manifold has a conical singularity [53].

When one uses the Taub-NUT metric, it makes sense to interpret r as exactly the
separation of the monopole centres. We will see this in section 4.5, where we rederive the
asymptotic metric through a different method. At first sight, the interpretation of r as the
inter-monopole distance may seem problematic, because the metric has a singularity at
r = 2. However, this singularity has no physical significance, as the dynamics of monopoles
can only be approximated through this metric when r is large.

The main reason to work with the Taub-NUT metric is that, for this metric, we have
a = b. It follows from this that the angular momentum component L3, which was only
asymptotically constant in the Atiyah-Hitchin metric, is now an exact constant of the
motion. Physically, this means that, in the system described by the Taub-NUT metric,
the monopoles’ electric charges are individually conserved. The fact that L3 is conserved
considerably simplifies the dynamics. In fact, it turns out that we can now find all classical
orbits using only the constants of the motion. Before we do this, let us first write the
metric in a more convenient form. When we substitute the explicit form of the one forms
o; (see equations (4.26)) and the functions a, b and ¢ into the equation (4.27) for the
metric (noting that f = —b/r), we get

—1
ds* = (1 — g) (dr? 4 r2d6* + r? sin?(0)d¢?) + 4 (1 - %) (dip + cosdg)?.  (4.44)

r

We recognise the first term in this equation as 1 — 3 times the ordinary flat metric in R3,
when this is expressed in spherical coordinates (7,6, ¢). We can thus simplify this term by
introducing Cartesian coordinates (71,72, 73) for the vector that connects the monopoles’
centres. These will, as usual, be given by
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ry = rcos(¢)sin(h)
ry = rsin(¢)sin(f)

rg = rcos(d)

Note that taking  — m — # and ¢ — 7 + ¢ corresponds to taking 7+ —7, so one may
also easily rewrite the coordinate identifications (4.25) in these new coordinates.
The metric now becomes

r

ds? = (1 _ g) 4 - dF + 4 (1 - %) 40 - 4 (4.45)

where we have defined the (vector) function @ through

W(r) - dif = cos(0)de

It is not difficult to find an explicit expression for  in terms of the Cartesian coordinates
r;, but the result is a bit messy and we will not need it. What we will need is the curl of
w. This is most easily computed in spherical coordinates. First, we have to give w itself
in terms of these. One can easily check that d¢ is equal to Tsﬁfw) and hence that we have
the following expressions for w and its curl:

L cos(d) ,
v rsin(9)¢ (4.46)
Vxu = T Op(sin(¢ é@ = r 4.47
KT = OO + 00 us) =~ T (1.47)

Thus we see that « is the vector potential for a magnetic monopole located at the space
origin.

Let us now write down the Lagrangian for geodesic motion in the metric (4.45). This
is given by

L= g (1 - %) P+ 20 <1 - %) B (& + w;(7)r;)? (4.48)

The fact that L3 is conserved can easily be rederived from this Lagrangian; it is just the
equation of motion for the cyclic coordinate 1. Because we will interpret this conserved
quantity as the relative electric charge of the monopoles, we will call it ¢, i.e. we define

q=—4p <1 - %) ) (& + wi(P)F). (4.49)

The equation of motion for v is then just ¢ = 0. Let us now derive the equations of motion
for the r;. We could find these directly from the equations of motion (4.30) and (4.31)
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we gave earlier, but it is actually easier just to derive them from the Lagrangian (4.48)
above. The momenta m; conjugate to the r; are given by

2
T = | <1 - ;) Tr + qup (4.50)

We see that m, consists of a part that corresponds asymptotically to the usual linear
momentum and a part due to the electromagnetic interaction of the dyons. To get more
familiar formulae later on, it is useful to introduce the notation py, for the first part of 7y,

i.e. we define
2\ .
Pe=p{1—— )"
r

The time derivative of 7, can then be written as

7:l'k = pk — qajwkfj, (451)

where we have used the fact that ¢ is time independent. To get the equations of motion,
we also need g—é. Straightforward calculation yields

. q .5 .
I g (22 - 4.52
e oy (rm (QM) > qORwW;T; (4.52)

combining this equation with the equation (4.51) for 7, we find that the equations of
motion are

. Te .. q . .
Pk = ’ur_?’ (’T’Z"f‘i — (Z)Q) — q(@kwm — ijkrj).

We may now rewrite the last term in this equation in a much nicer form, as follows. We
have

@-wj?'"j - 8jwz-7'"j = (§il5jm — 5zm5ﬂ)(7’jalwm)
= €jkT €m0 Wn,

- ex@xu), - - ()

r3

and hence the equations of motion become

p=ns (- () + a5, (453)

From this formula we see that dyons experience an attractive coulomb force proportional
to ¢2, a Lorentz force proportional to ¢ and a repulsive force proportional to the square
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of their relative velocity, but independent of ¢. When the dyons are equally charged, only
this last, repulsive force remains and thus we can expect equally charged dyons to have
only scattering orbits. However, if the dyons’ charges are not equal and the relative speed
is low, then the attractive Coulomb force dominates the dynamics. Thus, we may expect
that there will be bound orbits for unequally charged dyons, as well as scattering orbits.
Note that we can also find solutions to the equations of motion that correspond to the
static BPS-monopoles and Julia-Zee dyons we started with. These solutions are of course
given by ¢ = 0 and r = const.

To get some more concrete information the orbits, let us write down the constants of
the motion in Cartesian coordinates. Next to g, we have the total energy (4.32) of the
relative motion, which is now given by

Ez%(l—%) (f"f'+(%)2>. (4.54)

Using this equation, we can write the equations of motion in the form

. r [ 2F 7> FXT

which shows that, when E is fixed, the central force between the monopoles becomes
velocity independent. We also see from this formula that when r is large (much larger
than 2), the force becomes just the sum of a Coulomb force and a Lorenz force. This

Coulomb force will be attractive when E is smaller than Z—2 and repulsive otherwise. Thus
) I
we see that, for £ < Z_u’ we can expect to have bound states in which r is always large,

whereas for £ > %, we can only expect scattering states (except if r is smaller than 2,
but then the Taub-Nut approximation is not valid). Note also that pure monopoles (q=0)
will not have bound states, as the force between them is always repulsive (for £ > 0 and
r>2)

The next conserved quantities are the three components of the angular momentum
vector J given by

J=rxp-—gqt (4.56)

We will not derive this form of the angular momentum from first principles, but one may
easily check that J is indeed conserved by computing its time derivative and substituting
the equations of motion. The first term on the right hand side of the equation for J is
just the ordinary orbital angular momentum, while the second is a term which appears
due to the simultaneous presence of both magnetic and electric charges. Since this second
term is orthogonal to the first, we see that the length of the orbital angular momentum
is also conserved.

Next to ¢ and the conserved quantities £ and J which were also present for the exact
Atiyah-Hitchin metric, there are three more conserved quantities, united in a conserved
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vector K, which is analogous to the Runge-Lenz vector which occurs in a system of two
particles that interact through a central T%—potential [55].” We have

1
K=pxJ+ (QME — §q2> i (4.57)

Again, one may easily check that K is conserved using the equations of motion.

Using J and K, we can now determine the orbits for two monopole scattering. First,
we note that the inner product of J and t is constant and equal to —gq. It follows that the
angle between r and the constant vector J is always equal to arccos(|q|/|/|). Hence r lies
on a cone with axis J and opening angle arccos(|q|/|/|). Further information about the
orbits can be obtained by computing the inner product of K and r. We have

1
K-r:(rxp)-J+(2uE——q2)r.

2
When we write r X p =J + ¢t and use J - t = —¢, this equation can be rewritten as
1 L, 2 2
K+—(2,uE—§q)J r=J"—¢°, (4.58)
q

from which we see that r is confined to a fixed plane. Combining this with the fact
that r was already confined to a cone, we see that the orbits must be conic sections,
i.e. points, (pairs of) lines, circles and ellipses, which correspond to bound states and
parabolae and hyperbolae, which describe scattering processes. Note that our derivation
that the orbits are conic sections is valid only of ¢ is non zero. Thus, we have to treat
the special case of pure monopole scattering separately. In this case, the orbits can be
determined through the equation J - r = 0, which shows that r lies in the plane orthogonal
through J that contains the origin, and the equation K - r = J2? 4 2uEr, which determines
a cone-like surface. It turns out that all the orbits are hyperbolae, in accord with our
earlier statement that monopoles have only scattering orbits.

Note that the fact that r moves in a fixed plane does not imply that the two particles
whose separation r describes move in the same plane. In fact, it is easy to see that, in
the centre of mass frame, the dyons have to move on conic sections in distinct parallel
planes. The distance between these planes is just the distance from the plane given in
(4.58) to the origin. In the case of pure monopoles, the particles do move in the same
plane throughout their motion, which follows from the fact that r now lies in a plane
through the origin, or alternatively, from the fact that the force between pure monopoles
is central. Schematic pictures of a circular bound dyon orbit and a hyperbolic scattering
orbit of two dyons are given in figure 4.4

The fact that dyons move in distinct parallel planes has consequences for the descrip-
tion of dyon scattering. Though dyons do not move in the same plane throughout their
motion, they do of course move in the same plane asymptotically long before and after the
actual scattering, when their tracks are just straight lines. However, these planes do not

"see also especially exercise 23 on page 124 of [55], where Goldstein treats the angular momentum and

Runge-Lenz vector for a system that includes a Lorentz force
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(a) (b)

Figure 4.3: (a) circular bound dyon orbit (b) hyperbolic scattering dyon orbit

have to be the same. We say that the orbits are twisted. The twist is described by a so
called twist angle . Next to v, we have the usual scattering angle between the incoming
and outgoing tracks of the scattered particles/ See fig. 4.4 for a schematic picture of what
happens.

Figure 4.4: Schematic picture of a dyon scattering process. The initial and final planes of motion are
shown to demonstrate the notion of a ”twisted” orbit

Gibbons and Manton have given a complete treatment of dyon and monopole scat-
tering. They find the twist and scattering angles in terms of speed, impact parameter
and relative charge and give a differential cross section. Gibbons and Manton have also
explicitly treated the circular orbits which correspond to bound states of dyons. For all
this, we refer the reader to [57].

To end this section, I want to make some remarks about the quantum mechanics on
MSY. As for the case of MY, this can be treated by writing down the Hamiltonian for
geodesic motion and converting this into an operator that works on functions on the
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moduli space. The resulting operator is just the covariant Laplacian on M. There are
some problems with this quantum mechanical version of the moduli space approximation
which should be noted. First, the ground state energy of the non zero modes of a monopole
will probably vary with the collective coordinates, thus causing an effective potential of
order h on the moduli space, which is ignored in the geodesic approximation. This problem
is already present in the classical theory, where the small oscillations orthogonal to the
moduli space have an influence on the motion along the moduli space (cf. the discussion
and graphs on page 31), but it is all the more pressing in the quantum theory, where
it is fundamentally impossible even to choose initial conditions with no energy stored in
the transverse modes. The second and more important problem with the moduli space
approximation is purely a quantum effect. Classically, the mass of the Higgs field is exactly
zero because the Higgs potential is taken equal to zero, but quantum mechanically this is
not so. When we go beyond tree approximation, the Higgs field still has self interaction
and this causes it to get a small mass. When the Higgs field has a non zero mass, it
will also have a finite range and hence, it will no longer be able to mediate a long range
force which cancels the repulsive Coulomb force between the monopoles. Therefore, it
is unlikely that there will be static multimonopole configurations in the exact quantum
theory. Static monopoles would repel each other. This problem can only be really resolved
in supersymmetric generalisations of the Georgi-Glashow model, where supersymmetry
ensures that the mass of the Higgs field stays equal to zero. However, in our version of the
model, we may hope that the effect of monopole-monopole repulsion is small compared
to the effects we have taken into account (being a purely quantum mechanical effect, it
should be of order %) and continue with the geodesic approximation for lack of a better
method.

I do not have time to go into the quantum dynamics on Ms in detail, but I will state
some general features and give references for the interested reader. The quantum problem
exhibits many similarities with the classical one. The Schrodinger equation for the exact
Atiyah-Hitchin metric has defied a general solution, but Gibbons and Manton [57] have
solved the Schrodinger equation for the Taub-NUT metric explicitly in terms of confluent
hypergeometric functions. Again, they found both bound states and scattering states
and they have given binding energies for the first and cross sections for the last. From
their results, they draw the conclusion that the exact metric will also exhibit bound and
scattering states, but that some of the bound states in the Taub-NUT metric will become
unstable and turn into resonances. Note that we could have expected resonances to
occur from the exact classical dynamics, because there, we already found a type of dyon
scattering process in which the scattering time could increase without bound. Bound
states for the Atiyah-Hitchin metric were later studied numerically by Manton [63]. Their
binding energies turned out to be in very good agreement with the Taub-NUT results.
The quantum mechanics of dyon scattering in the Atiyah-Hitchin metric were extensively
studied by Schroers [64], using a partial wave expansion and numerical methods.

4.5 Asymptotic metric and dynamics on M,
In this section, we will concern ourselves with the metric on the n-monopole moduli space

M,,. For n > 2, not many analytic results about this metric are available. Of course,
we know from section 4.2 that M, has a simply connected n-fold cover which splits as
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R3 x S x M?, where the factor R? x S1 is flat, but generally, little is known about the exact
metric on MY. As far as I am aware, there are only two explicit results for the exact metric
on moduli spaces for more than two monopoles. The first of these is a proof that each of
the M? (n > 2) contains a totally geodesic sub-manifold that consists of configurations
of collinear monopoles [65, 66] and has the same metric as the Atiyah-Hitchin manifold.
The second is a calculation of the exact metric on the space of tetrahedrally symmetric
4-monopoles [67]. Rather than to go into detail about these exactly known, but rather
special cases, we will use this chapter to calculate an asymptotic form of the metric on M,
which is valid if all the monopoles are well separated. The calculation we will give was first
done by Gibbons and Manton in 1995 [68], but the idea goes back on an article by Manton
from 1985 [59], in which the same calculation is performed for the special case of My. This
led to the Taub-NUT metric we have studied in section 4.4. As we saw there, this metric
approximates the exact metric exponentially well and this led Gibbons and Manton to
conjecture that their asymptotic metric for n monopoles would also approach the real
metric asymptotically fast when the monopoles’ separations become large. Gibbons and
Manton did not prove this and neither will we. The calculation that they gave (and that
we will repeat) is based on physical, rather than mathematical arguments and it is not
clear a priori that it is mathematically sound. However, in a recent preprint, Bielawski
[69] has managed to prove that the Gibbons-Manton metrics are in fact asymptotically
valid up to exponentially decreasing terms. His proof uses the mathematical apparatus
of twistor theory and goes through the moduli space of Nahm data which we have briefly
touched upon before. Using similar methods, Bielawski also found asymptotic metrics
for monopoles with gauge group SU(k) [70]. Unfortunately, we will not be able to go
into details about Bielawski’s results in this thesis, because it would take too much time
and space to introduce the necessary mathematics. We will give the physical calculation
of Gibbons and Manton, not only because it happens to give the right result, but also
because it uses physical ideas that have recently been used and extended by Bak, Lee
and Lee [71] to come to a promising new description of the asymptotic dynamics of BPS
monopoles.

The idea on which the calculation is based is simple. BPS-dyons are subject to
two kinds of interactions: long range interactions, mediated by the Higgs field and the
(Abelian) electromagnetic fields and short range interaction mediated by the components
of the vector potential that correspond to the heavy gauge bosons. Since we want to
treat well separated dyons, we will ignore the short range interactions. This immediately
implies that the electric charges of the individual dyons are conserved, because electric
charge exchange can only take place through the short range interactions (quantum me-
chanically: through the exchange of charged gauge bosons). Our strategy is now to find a
Lagrangian for the electromagnetic and Higgs interaction of n dyons with magnetic charge
g and small, fixed electric charges ¢1,... ,q, and to extract a metric from this later, by
interpreting the ¢; as speeds. Throughout the treatment, we will treat the dyons as point
particles, an idealisation which should be justified at large separations. Next to the usual
electric and magnetic fields E and B, the dyons carry a scalar field ¢ which represents the
physical content of the Higgs field ®. Note that most of the physical content of the Higgs
field is in its length; its direction can be changed by gauge transformations. We can even
have magnetic monopoles with the Higgs field in a constant direction if we allow singular
gauge potentials. In the full theory, we did not like to have singularities in the gauge
potential, but in the long distance approximation we are using now we can not even see
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the gauge field of the full theory and so we may as well work with a one component Higgs
field ¢, which has to be some function of the length of the original Higgs field . We will
define ¢ = v — |®|, because this gives convenient formulae. For example, using formula
(3.43), we see that the scalar field of a Julia-Zee dyon at long distance is given by

gs
= 4.59
olr) = = (1.59)
where we have defined the scalar charge g, of the dyon through g, = \/¢® + ¢>

Let us now write down the Lagrangian for the n'" dyon, as it moves in the fields of all
the other dyons. It is of the form

1 ~ ~
Ln = _’7(7; ) (mn - gs¢) + Qni‘n A~ anU + gi‘n A — ng. (460)

Here A and Ag are the usual electromagnetic vector and scalar potentials at the location
of dyon n due to all the other dyons, ¢ is the scalar Higgs field we have just defined and
A, Ay are the so called dual vector and scalar potentials, which are defined so that we
have

VxA = —E

_ d -

VA th =
The reason we need these dual potentials is that the ordinary potentials couple only to
the electric charge, thus giving only the ordinary Lorentz force due to the magnetic field
and the ordinary Coulomb force due to the electric field of dyons 1 to n — 1. When we
couple the dual potentials to the magnetic charge, we also get the dual Coulomb force
due to the magnetic field and the dual Lorentz force due to the electric field. The way in
which the ordinary electromagnetic potentials appear in the Lagrangian is of course just
the standard way. For a derivation that this is the right way, see for instance Jackson [72].
The dual potentials naturally have to appear in the same way as the ordinary ones (but
with g, replaced by g) to obtain the right dual Lorentz and Coulomb forces. Note that
the dual and ordinary potentials are of course not independent; they both yield the same
fields. In fact, one may obtain the dual potentials from the ordinary ones (up to gauge
transformations) and vice versa. (see for example [71]) However, the resulting expressions
are complicated and for our purposes, it is much easier to keep both types of potentials
present.

The scalar field ¢ of dyons 1 to n — 1 appears in the Lagrangian in such a way that
its presence just modifies the rest mass of dyon n. One can show easily that, at least
when the electromagnetic and dual potentials are zero, this is the only Lorentz invariant
possibility ([72], ex. 12.3). However, the exact way in which the Higgs field should modify
the particle’s mass can not be deduced from Lorentz invariance. For this, one really needs
to know the force that the particle feels due to the presence of the Higgs field.

The first calculation of this force is due to Manton. In his article [28], he calculated
the force that works on a monopole in a constant magnetic field B in the monopole’s
instantaneous rest frame, as well as the total force that works between two well separated
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monopoles which are at rest at but have an acceleration along the axis that joins them.
Indirectly, this gives the force the Higgs field exerts on a monopole as the difference
between the total force and the force due to the (nearly constant) magnetic field of the
other monopole.

The calculation of the forces proceeded through the following method. Starting from
the exact BPS monopole solution, Manton constructed an ansatz for a moving solution
by replacing the spatial variable x with x — %atz, where a is assumed to be small. In other
words, he allowed the monopole to get a small non zero acceleration a, but he did not
allow it to change shape. He then substituted this ansatz into the full Yang-Mills-Higgs
equations of motion and required that they were satisfied at least to first order in a. This
requirement gives an equation from which a can be determined in terms of the fields.
From the acceleration a, one can then immediately calculate the force through Newton’s
formula F = ma

Manton only looked at the rather special cases described above, but this still provided
him with enough information to find the way in which the Higgs field ® has to appear in
the Lagrangian. The electromagnetic and dual potentials were just put in in such a way
that they would exert the forces we are used to from classical electrodynamics, even though
the real forces had only been calculated for the special case of pure monopoles at rest.
Though this is certainly the easiest and most intuitive way to handle the electromagnetic
potentials, it would be prudent to do a calculation like the one Manton did to see if
moving BPS dyons really respond to electromagnetic fields in the same way as ordinary
dyons. Fortunately, we won’t have to do this ourselves, because it has recently been done
by Bak, Lee and Lee [71]. Using a refinement of Manton’s method 8, they have calculated
the forces that work on a dyon that moves in weak, asymptotically constant electric,
magnetic and Higgs field strengths. They found that, in the dyon’s instantaneous rest
frame, these were given by the formula

Ma = gB + gE + g,H, (4.61)

where B and E are the constant magnetic and electric fields, g, is the so called scalar
charge of the dyon, which is given by g, = 1/¢? + ¢?, and H is the Higgs field strength,
which is defined through

H,=—%"D,d*

They also generalised the force formula above to give the force law for a dyon that
moves at an arbitrary velocity v. This is

d oy g
T (Y(V)(M — gsr, H*)v) = g(B—v X E)+¢E+v xB)+ o

H (4.62)

From this force law, we want to extract a force law that involves the scalar Higgs field ¢,
rather than the Higgs field strength H. To this end, note the following identity

8Unlike Manton’s method, Bak, Lee and Lee’s method also allows small deformations of the monopoles.
For a short review, see section 4.6
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099,9°

H,=—®°D,d" =
M 14 |(I)|

= —%@I = —0u9

Using this, we get the following force equation in terms of the electromagnetic and dual
potentials and the scalar Higgs field.

G OW = .0)v) 9B —v X B) + g(B+v x B) -

Vo (4.63)

But this equation is just the equation of motion for the Lagrangian (4.60) and so we see
that Bak, Lee and Lee’s work provides a fairly solid basis for the choice of Lagrangian we
have made, at least if the fields which appear in the Lagrangian vary slowly or seem to
vary slowly at the locations of the dyons, because the dyons move through them slowly.
The next thing we have to do is write down expressions for the potentials and scalar
field caused by each of the dyons 1 to n—1, as observed at the location of dyon n. This is not
an easy task. In fact, the simplest way to find the exact electromagnetic and Higgs fields
for an arbitrary configuration of moving dyons may be to solve the full equations of motion
for Yang-Mills-Higgs theory. Of course, we have found one particularly important solution
to these equations in chapter 3: Prasad and Sommerfield’s one monopole solution. The
electric and magnetic fields for this solution were just the same as those for a classical point
dyon, because the electric and magnetic charges were concentrated in one point. When we
Lorentz boost the Prasad-Sommerfield solution, we still have an exact solution and from
this, we can obtain the exact electric, magnetic and Higgs fields for a single monopole
moving at a constant speed. Of course, the electric and magnetic charge densities for
the Lorentz boosted solution are just those of a uniformly moving classical point dyon
and hence the electric and magnetic fields will also be those of a uniformly moving point
dyon. Now the fields of an arbitrarily moving electric point charge of strength ¢ may be
obtained from the Liénard-Wiechert potentials (see [72] for a derivation) given by

B q
Al = )] — () - x(0) (4.64)

qv(to)
r(Jx —r(to)| — v(to) - x(t0))’

where r(t) is the position of the charge at time ¢ and where ¢y is the so called retarded
time, which can be determined from the condition that r(¢y) has to lie on the backward
light cone from x.

If we write these potentials as (gAY, gA™) and their dual potentials (which yield the
same fields) as (¢A%, ¢A™), then we can write the potentials for a moving dyon as

A(x,t) =

Ay = gAéw — qAéw A = gAéw — gAl
In the special case that the velocity v in (4.64) is taken constant, these potentials give
the exact fields for a moving BPS-dyon. If the velocity is not constant, then we can not
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be sure that a BPS-dyon will still behave exactly as an ordinary point dyon, because we
can not be sure that the electric charge will stay concentrated in one point. However,
the work of Bak, Lee and Lee [71] indicates that, at least when the acceleration of a
BPS-dyon is small, its electromagnetic fields are still consistent with those of an ordinary
point dyon. Therefore, it is likely that the equation for the potentials given above will be
valid in more general cases than that of a uniformly moving dyon alone.

We shall not be so ambitious as to try and work with this general equation for the
potentials. Our goal is just to find an effective Lagrangian in terms of the dyon velocities
and positions which is correct to second order in the electric charges ¢; and the velocities
v;, when these velocities and charges are small. Looking back at the Lagrangian (4.60),

we see that this means that we need to know A, to order v°, we need to know Ay and A
to order v and we need to know AO to order v2.

Let us then find an expansion of the Liénard-Wiechert potentials in powers of the ve-
locity. When we assume that the velocity of the dyons is small and that their acceleration

is negligible to order v?, we may write
r(ty) =1 — v[x — r(to)| + O(v?).
The expansion of the Liénard-Wiechert potentials in powers of the velocity that we are

looking for can be found by iterated substitution of the above formula in the formulae
(4.64). Explicitly, we find that the denominator in the formulae (4.64) is given by

% — r{to)| — vito) - £(to) :|x—mm+1(“”“‘r@”’—wm_mm)+ow%

2\ x—r(t)
e X @)

Using this result, it is easy to see that the potentials due to dyon 1 and evaluated at the
position of dyon n must be given by

Ay = o) A = -z 0®)
1 1)? v WnlV A v w
AO = 4ﬂin1 <1 T o 2n1) o 72) + = 4nﬂ} -+ O(Ug) A = 4gr7"71l1 + ql4ﬂ'nl + O(UQ)'
(4.66)
Here we have defined r;; := x; — x; and we have introduced a Dirac vector potential
w(x) which satisfies V x w(x) = —2% and w(x) = w(—x). A possible choice for w is the
potential we gave in formula (4.46), but we may also take a different potential, related
to this by a gauge transformation. We have also defined w;; := w(r;;) and obviously,

we have w;; = w;; The terms that involve w,; are the lowest order terms in the dual
Liénard-Wiechert potentials that appear in the general equation (4.65). The easiest way
to check that they are correct is just to calculate the E and B fields that follow from
these terms. This yields E =0 and B = ﬁﬂt)’ which are the correct fields for a moving
monopole to lowest order in the velocity.

9Note that we consider terms like gv and ¢ to be of order v?
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Now that we have a low velocity expansion for the electromagnetic fields of a moving
BPS-dyon, let us calculate one for the scalar field. The easiest way to do this is just to
Lorentz transform the scalar field of a static dyon. To turn the static dyon into a dyon
that moves with velocity v, we have to apply the Lorentz transformation L, given by

t — mt—v-r)

(=) (vr)v (4.67)

L, :
I — I —YVl— 2

Now let x be the point in space where we measure ¢ and let r be the location of the dyon
which is the source for ¢ at the time of measurement. Because ¢ is a Lorentz scalar field,
we have ¢ (Ly(x), Ly(r)) = ¢(x,r), where ¢ is the Lorentz transform of the field ¢, i.e.
where ¢’ is the scalar field of the moving dyon. This implies that we have

# (1) = B ()L 1) = G(Lv (0, (1) = B

From this expression, we can easily extract the first order terms in ¢,v and we see that
the scalar field due to dyon 1 at the location of dyon n will be given by

2 N 2
g 4 (Vi-Tn1) 3
o= T (1 + 22 2 ) + O(v?) (4.68)

Of course this equation is only valid when the effect of the acceleration of dyon 1 is
negligible to this order in v, but we had already made this assumption in our derivation
of the electromagnetic and dual potentials, so there is no further loss of generality here.
We can now substitute the above equation and the equations (4.66) for the potentials
into the Lagrangian (4.60) and, after some algebra, this gives us the following order v?
effective Lagrangian for the motion of dyon n in the fields of dyon 1

<Qn - QI)2
87T7°n1

2 2

Ly, =—-my+ %mnvi - % - %(% —q1) (Vi — V1) - W1 +

Of course, we really want to take the fields of all dyons into account and not just those of
dyon 1. In classical electromagnetism, this would be easy enough, because there, we would
just be able to add the fields of the individual dyons. Here, we can not expect things
to be so simple. The Yang-Mills-Higgs equations that underly our effective theory are
nonlinear and therefore we must expect the dyon fields to have nontrivial (=nonlinear)
superposition. However, we may hope that the superposition becomes asymptotically
linear at large distance from all the dyons. As far as I know, there is no direct conclusive
evidence for this in the general situation, but it has been rigorously proved by Taubes [27]
at least for configurations of static monopoles. Also, the work of Bak, Lee and Lee [71]
shows that the electromagnetic and Higgs field strengths of a single slowly moving dyon
may be superposed linearly on weak constant field strengths. This in particular gives
much hope that we will have linear superposition for the fields of well separated dyons,
because if dyons are far apart, then, at the position of one dyon, the field strengths of the
other dyons should be weak and slowly varying (approximately constant). If we assume
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that linear superposition holds for our well separated dyons, we arrive at the following
Lagrangian for dyon n when it moves in the fields of all the other dyons.

1 9 n—1 . : 2
L, = —mv, — I (Vo = Vi)
2 8w P Tni
g Z"_l 1 Z"_l (¢ — @:)?
_E (Qn - Qi)(vn - Vi) cWp1 + 8_71' e

i=1 =1

In this expression, we have dropped the constant —m,,, which is allowed, since this does
not change the equations of motion. We have also replaced m,, with m := vg in the
term %mvg, which is allowed, since it makes no difference to order ¢?. We see from the
Lagrangian above that the interactions between dyon n and each of the other dyons are
perfectly symmetric (note that we had chosen w so that w;; = w;;). It follows that, when
we symmetrise the Lagrangian above (so that we get interaction terms for each pair of
dyons) we will get a Lagrangian that gives the correct equations of motion for each of the

dyons. This Lagrangian is

n 1 2 n :
L = 57 _9 Z (Vi = v;)
i=1 1<i<j<n Y
9 N 1 (6 —g)?
- D GV Wt > (4.69)
1<i<j<n 1<i,j<n v

Though this Lagrangian is not Lorentz invariant, it is invariant under ”Galilei boosts,”
spatial rotations and translations, which is all we can hope for in a low velocity approxi-
mation.

The momentum 7, conjugate to the position of dyon k is given by

2
g Vi —V; g
—mv = LN I NP gw, 4.70
T = MV = - 2 ir 2 (¢ — qx) Wik (4.70)

To write the equations of motion in a nice form, it is also useful to introduce a quantity

Pr, which is given by the first two terms on the right hand side of the equation for 7y
above. That is,

92 Vi —V;
Pk = mMvg — ——
47 - Tik

i#£k

(4.71)
In terms of the "momentum” p;, the equation of motion for dyon j is given by

1 Z (% (v; — v;)? g (¢ — a:)*)rsi L9 (g; — Qi>(Vj3_ Vi) X i (4.72)
& ro. 4 L— 5
1#£j J i#£] 7
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We see immediately that these equations are solved by all configurations in which all the
dyons have equal velocity v and electric charge g. These solutions correspond to (boosted)
static BPS multi-dyons and the fact that we find solutions that correspond to these dyons
is a first indication that the approximation we have made works.

A second, more important check on the validity of our approach can be done by
comparing the special case where we have only two dyons with the results we found for
the dynamics of two dyons in section 4.4. This yields a very interesting result indeed. We
see that the equation for the relative motion of the dyons, which we get by subtracting
the equations of motion for the individual dyons given above, is exactly the same as
the equation (4.53) for geodesic motion in the Taub-NUT metric. Thus, for the case of
two monopoles, we have done as well as we could ever hope to do, considering that we
neglected all short range interactions.

In the general case of n dyons, we see that the total force that works on each dyon is
just the sum of the Taub-NUT forces from the other dyons. That is, between each pair
of dyons, there is a repulsive force proportional to the square of the relative speed, an
attractive Coulomb force proportional to the square of the relative electric charge and a
Lorentz force which also involves only the relative electric charge. Note that the word
force as I use it here refers to the time derivative of the quantity p, which is not quite
the same as the linear momentum. However, from the definition (4.71) of the py, we
see immediately that these quantities do approach the linear momenta when the dyon
separations r;; become large.

Of course, we would like to solve the equations of motion, but since the case of one
dyon is trivial and since we have already treated the case of two dyons in section 4.4, we
are left with the case of three or more dyons, which is very complicated. In fact, it would
be quite a surprise if a general solution to the equations of motion could be found for any
number of dyons greater than two, because the problem of three particles interacting only
through attractive Coulomb forces already does not have a general solution. It would
be interesting to study certain specific phenomena which should occur in the dynamics
of three or more dyons, like the scattering of dyons and Taub-NUT bound states, but
unfortunately we do not have time to go into this.

What we will do is give the conserved quantities that result from the Galilei invariance
of the Lagrangian. The invariance under spatial translations is reflected in the fact that
the velocity of the centre of mass is conserved. We may show this explicitly in the
Lagrangian (4.69) by writing

2
N 1 1 )

i=1 1<i<j<n

from which we see that the centre of mass position is a cyclic coordinate.
The conserved quantity that arises as a result of the invariance under spatial rotations
is a kind of generalised angular momentum, given by

n Ar(x; — x5) X (vi —vj) + (% — x5)(q; — q/)
J=drd xixvi— > ! r; d : (4.74)
=1 1<4,5<n
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This expression generalises the angular momentum for the case of two particles, which we
gave in equation (4.56)

Let us now try to establish contact between the long distance approach we have de-
scribed so far and the geodesic approximation. For the two particle case, we have already
done this, because we saw that the equations of motion for the dyon positions in the
present approach are the same as those obtained previously for geodesic motion in the
Taub-NUT metric. There are only two differences between the two dyon system we have
here and the Taub-NUT system. The first is that here, the electric charges of the dyons
are constant parameters, whereas in the Taub-NUT case, they are constants of the mo-
tion, associated with the ”internal coordinates” of the moduli space (i.e. the coordinates
which are not associated with the locations of the dyons, but rather with their internal
degrees of freedom). The second is, that in the geodesic approximation, dyons are in-
distinguishable particles, but in the point particle approach they are not. The second
difference can be removed by identifying point particle configurations which differ only
by a permutation of the particles. Removing the first takes a bit more effort. We will
somehow have to interpret all the charges ¢; as constants of the motion associated with
internal coordinates. To do this, we first have to introduce the required internal coordi-
nates. We will take these to be n phase angles 61, ... ,6,, one for each dyon. When we say
that two field configurations differ only by a permutation of dyons, we mean that not only
the dyons’ positions, but also their phase angles are identified. The new configuration
space we have constructed now is thus an n-torus bundle over the configuration space of
the point particle system, modulo the action of the permutation group S,, on the particle
indices of the coordinates (x;, ;) '°

Let us now write down the Lagrangian for geodesic motion on this bundle. In general,
this takes the form

Here, the bottom index in v} denotes the particle number and the top index is a component
index. We take a and h to be symmetric in the particle indices (this is possible without
loss of generality). We want the momenta conjugate to the angles 6; to be constants of
the motion. Therefore, we will assume that the metric is 7™ invariant, or in other words:
that the coefficients ag”, clij and h;; above do not depend on the 6;. The 0; are then cyclic
coordinates and the associated conserved quantities are given by

Do, = hijéj + ol (4.76)

LV

Since we want to associate these with the electric charges of the dyons, we will write

q; = KRDe;,

where k is some constant which is to be determined later.

Ostrictly speaking, we should also mod out the action of a cyclic group Z, to come as close to the
moduli space M,, as possible, but we will not do this and work in the connected n-fold cover of M,,.
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What we want to do now is choose the coefficients in the Lagrangian (4.75) so that the
equations of motion for the dyons’ positions that follow from this Lagrangian are exactly
the same as those given in equation (4.72). We could try to do this by direct comparison
of the equations of motion, but there is a more elegant way, which also leads to nicer
formulae later on. First, note that we can rewrite the Lagrangian above as follows

1 1 . .
ﬁ == §Gi§n1)£vjm + 5]1”(91 + Wzk (YA )(Qj + W]lvl ) (477)

Here, we have defined G} and W)} through

m
gl

kl . k l
G = alt b WE W

= h]k’ Chl

With these definitions, the last term in the Lagrangian is equal to 55 hZ + ¢iq;- 1t is tempting
to just fill this in and then to equate the Lagrangian above with the Lagrangian (4.69) for
the point particles. However, this procedure does not give us the right metric, because
in substituting for the last term in £, we change the equations of motion for the dyons’
positions. But all is not lost; we can replace the Lagrangian above with the following
point particle Lagrangian without changing the equations of motion for the positions of
the dyons:

LV}

1
Leyr= §G§}"U + qu’“vk - —hw i (4.78)

When we equate this with the Lagrangian (4.69), we see that we have to have fo = gijo",
where g;; is given by

2
1
gi; = m-— j—ﬂ Z — (no sum over j)
- ij
2
g . .
- 4.79
0 = o (#) (1.79)
The W;; must be given by
W, = —% Zwij (no sum over j)
i#]
Rg . .
Wi Wi (70 (4.80)

The matrix h~! presents us with a problem. When we calculate it in the same way as
gi; and the W;;, we find

2
K
hij = 29 mo;



114 CHAPTER 4. DYNAMICS OF BPS-MONOPOLES

But this matrix is not invertible. We could have seen this directly from the Lagrangian
(4.69). The last term in this Lagrangian is just the quadric in “g-space” which is associated
with the matrix h and we see that this has a flat direction along the line where all the
electric charges ¢; are equal. In other words: the vector (1,1,...,1) is a non trivial
element of the kernel of h. One may also verify this explicitly form the expression for h
given above. Fortunately, we can redefine h without changing the equations of motion.
In fact, we can add an arbitrary constant matrix to h without changing the equations
of motion that follow from the effective Lagrangian L.r;. A logical choice is to add the
matrix md;;. This gives

K,2

J gg J ( )

and one may easily check that the matrix g is invertible (the associated quadric is positive
definite), so it follows that A is now invertible too.

The last thing we have to do before we can write down the metric is to determine the
constant k. Suppose we let the angles 6; take values in the usual interval [0, 27]. In that
case, the conjugate momenta py, will take integer values when the theory is quantised. It
follows that the electric charges ¢; will be quantised in units of k. Of course, we want the
electric charges to be quantised in units of the elementary charge e. This means we have
to choose k = e = 4?”

We can now write down the metric. To facilitate comparison with the formulae we
gave previously for the Taub-NUT metric and to obtain nice looking formulae, we will do
this in the units of section 4.4. In these units, the fundamental magnetic charge ¢ and
the mass m are both equal to 47. If we substitute this and also remove an overall factor

of 47, we have

where, in these conventions, we have

1
9ii = V= 2igre Wi = =2 Wij
9 = =~ Wi = wy

T’Lj

(4.83)

For the case of two dyons, this is just the sum of the Taub-NUT metric given in equa-
tion (4.45) and the flat metric on R? x S' of which we know that it approximates the
true metric exponentially well. For an arbitrary number of dyons, we see that the metric
is asymptotically flat, so that the monopoles are asymptotically free particles. Gibbons
and Manton also showed that it is hyperkéhler. Finally, Bielawski [69] showed that, for
arbitrary numbers of dyons the metric given here approximates the true metric exponen-
tially well at large dyon separations. This result rigorously establishes contact between
the point particle approach we have treated in this section and the geodesic approxima-
tion. In particular, it proves indirectly that when the dyons are well separated, move at
low speeds and have small electric charges and positive unit magnetic charge, the point
particle approach yields mathematically correct results.
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4.6 Beyond the geodesic approximation

Up to now, we have studied the dynamics of BPS-dyons in the framework of the geodesic
approximation. However, there at least two kinds of interesting phenomena which we
cannot study in this approximation. Explicitly:

1. We cannot study scattering and bound states of dyons which have unlike magnetic
charges, because there are no static solutions with dyons of unlike magnetic charges.

2. We cannot study processes that involve electromagnetic or Higgs radiation, because
the degrees of freedom associated with radiation are all contained in the non zero
modes of the dyons, which are ignored in the geodesic approximation.

To study these phenomena, we will have to think of a description of BPS-dyons which
captures a different part of the physics than the geodesic approximation. To find this,
we don’t have to look far; the point particle model we introduced in the previous section
can easily be extended to include dyons of opposite magnetic charges. In fact, the only
reason we did not do this straight away was that we wanted to establish contact between
the point particle and the geodesic approximation as efficiently as possible.

Still, even with the extended point particle model, we cannot study radiative phenom-
ena. The reason for this is, that in this approach the fields A and ¢ do not have their own
dynamics; they depend only on the positions of the dyons. Recently, this shortcoming has
been at least partially remedied by Bak, Lee and Lee [71]. Based on a study of the full
Yang-Mills-Higgs field equations, they have proposed a modification of the point particle
model in which the dyons are still point particles, but in which the fields through which
they interact do have their own dynamics. Unfortunately, I do not have enough time to
treat Bak, Lee and Lee’s model in detail, but I will give their most important results here
and describe briefly how they were obtained.

First, Bak, Lee and Lee study the deformation and acceleration of a dyon due to weak
electric, magnetic and Higgs field strengths which are asymptotically constant at spatial
infinity. To this end, they use the ansatz

O (x,t) = ii(x—r(t);@)—i—l_[“(x—r( );6)
Al(x,t) = ANx—r(t);0) —ta;Af(x —r(t);0) + of (x — r(t); 0)

(3

( (
Aolx — £(1);0) — ta, A%(x — v(1);0) + afx — x(t);0)  (4.84)

0N
o
”
~
|

Here, r(t) is the position of the centre of the dyon at time ¢. This is assumed to be in
uniformly accelerated motion with acceleration a. If we look at the dyon in the frame in
which it is instantaneously at rest in the space origin at ¢ = 0, we may thus write r(¢) =
%at? The fields with the bars are the fields of a Julia-Zee dyon as given in equation (3.47);
the angle 6 is just the angle which gives the electric charge of the dyon (¢ = gtan(0)).
We see that the terms with the bars above represent the fields of a BPS-dyon that moves
non-relativistically with velocity at. The fields o and II are supposed to be O(a). They are
there to account for deformations in the dyon’s fields due to interactions with the electric,
magnetic and Higgs field strengths. In fact, these field strengths are implemented through
the fields o and II, by means of the boundary conditions
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Note that the deformations a and II are assumed to depend on time only through the time
dependence of the position r of the dyon centre. It is not a priori clear that solutions to the
full equations of motion which have this property exist. However, when we substitute the
ansatz (4.84) into the the equations of motion, we will see that the resulting equation for
a and IT does not involve ¢ itself, but indeed involves only r. Before we write this equation
down, it is convenient to introduce the notation A for the part of the A-field that includes
the deformations due to interaction, but excludes those due to motion. Explicitly, we
define

Correspondingly, we define D and F as the covariant derivative and field strength derived
from the potential A.

If we now substitute the ansatz (4.84) above into the equations of motion (3.3) for the
Georgi-Glashow model, we find the equations [73] !

(bj+aj) F"ue[AO,DiAO: S [b@,@]
D (Di +ai) Ao+ €2 [[Ao,é],ci: =0
D <l~)i—|—ai)<f>+e2 [[!10,@],210: ~ 0 (4.86)

The first two of these equations come from the equations of motion for A and the last one
from that that for ®. The above equations are rather difficult to work with, but it turns
out that one can find a less complicated set of equations whose solutions all satisfy the
above equations to O(a). This set of equations is

B = F(D; + a;)(cos(0)® + tan(8)ay)

(2

DiDjoy = —e?cos’(0) [[ao, D], D] (4.87)

The situation we have here is somewhat analogous to the situation we had in chapter 3,
where we studied the Bogomol’'nyi equations (3.35) in order to find solutions to the Yang-
Mills-Higgs equations (3.3). In fact, the analogy is closer than it seems at first, because
when we look at the above equations in the special case for which the acceleration a
and the deformations « and II are zero, we see that they reduce to the single equation
B; = Fcos(0)D;®, which is one of the Bogomol'nyi equations for a dyon. Note also that
one needs the fact that the unperturbed fields satisfy the Bogomol'nyi equations to prove
that the equations (4.87) imply the equations (4.86).

The first of the equations (4.87) gives us the non-Abelian magnetic field. At infinity,
we may obtain the Abelian magnetic field from this by projecting on the non-perturbed

U Note that we are working in the Prasad-Sommerfield limit, i.e. the parameter ) in the equations of
motion (3.3) is taken to be zero



4.6. BEYOND THE GEODESIC APPROXIMATION 117

Higgs field ®. Similarly, we may obtain the Abelian electric field at infinity from the
following expression for the non Abelian electric field:

Ei = —tajEj + (Dz + ai) 1210 (488)

By imposing the boundary condition (4.85), one may now determine the acceleration a
from (4.88) and the first of the equations (4.87), if one makes the additional assumption
that the deformation function «q is asymptotically of the following form:

cos(f)C - (x —r)

[x — 1|

(x—r) (4.89)

ag(x —r;0) =

where C is a constant vector. Substituting this in (4.88) and the first of the equations
(4.87) and applying the boundary conditions, we obtain two linear equations for a and C
and these finally yield the result

C = =L [sin(0)By — cos(0)Ey]

v

a = ¢% [cos(0)By — sin(0)Ey F Hy) (4.90)

From the expression for a, we get the force that works on the dyon in its instantaneous

rest frame. Using cos(f) = £, sin(#) = = and M = vg,, we see that this is given by

Ma = gBo + qu + gSHo (491)

Remember that we have already used this result and its generalisation (4.62) to an ar-
bitrary inertial frame as input for the point particle approximation we described in the
previous section. However, one can do something extra in the current approach. Now
that a and C are determined, it is actually possible to find an explicit solution to the
equations (4.87) which is everywhere regular and can be expressed in terms of elemen-
tary functions [71]. We will not give this solution here, because it is rather a large and
complicated expression, but we will give the asymptotic electromagnetic and Higgs field
strengths that can be derived from it. In the frame in which the dyon is instantaneously
at rest in the origin at t = 0, these are given by

s
| &

-V ¢Rxv gRx(Rxa) ¢Rxa

B(x,t) ~ B - - = - = 4.92
(%) o+ dm (1—-R-v)3R2 4w R? 47 R3 A7 R? ( )

q R-v gRxv ¢Rx(Rxa) g¢gRxa
E(x,t) ~ E — - - — — 4.93
(1) 0+47T(1—R-v 3R2+47r R2 4 R3 47 R? ( )

Js R-v gs (R~ a)R
H(x,t) ~ H — = — 4.94
)~ Ho e 2 (4.99)
s R : s R-

Ho(x,t) ~ Ho+ & v ;%22 (4.95)

dn (1—R-v)3R2 4 RZ?

Here we have defined R := x — r. Since the dyon is in uniformly accelerated motion,
we have R(t) = x — zat?. Similarly, we have v(t) = at. All the expressions on the right
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hand side of the formulae above should be evaluated at the retarded time ¢y, which can
be determined from the condition that r(¢y) has to lie on the backward light cone from
x. We see from the equations above that we have not only the usual near-zone fields for a
dyon (the terms of order r%), but also radiation fields. These are given by the terms which
involve a explicitly. We can see that these terms represent radiation from the fact that
they are of order % In the point particle approach of the previous section, we did not have
these radiation fields, because we assumed the acceleration to be negligible. Note that
the electromagnetic fields (both near-zone and radiation fields) are of exactly the form
we would get in duality invariant Maxwell theory. In fact, one sees immediately from the
formulae above that all the field strengths are consistent with electric-magnetic duality.
The same is of course true for the force law (4.91) above.

From the above, it is clear that electromagnetic and Higgs radiation are produced
whenever a dyon is accelerated. Once such radiation has been emitted from a dyon, it
can scatter with another dyon which lies in its path. Such scattering could influence dyon
dynamics and could also be important for the detection of dyons. Thus, it makes sense
to study processes in which light or Higgs radiation scatters off a dyon. Bak, Lee and Lee
have done this, making use of a perturbative scheme analogous to the one we have just
described.

This time, the dyon is supposed to be in oscillatory movement whose magnitude and
direction are given by a vector a, due to an incoming plane wave of electromagnetic and
Higgs radiation which has wave vector k and angular frequency w. These ingredients lead
to the following ansatz for the fields

O*(x,t) = ®°(x—r(t);0) + Re {II"(x — r(t); 0)e '}
A t) = A —x(1);6) + Re {oi(x —x(1); 0)e™}, (4.96)

o

where the functions « and II are again deformations of the dyon’s fields which are sup-
posed to be O(a). Substituting the above ansatz into the equations of motion yields
complicated equations for which one can again find solutions relatively easily by the use
of an analogue of the Bogomol'nyi equation. After a lot of algebra, one then finds the
following asymptotic Electromagnetic and Higgs radiation fields:

iw2 R R R ) ) eik~x—iwt
B = Re{ [gk x (k x a) — gk x aJue™*~ ! L 4riw[gx x (X x a) — g% X a] }
gs
iw? . ~ ~ . . ik-x—iwt
E = Re{ [k x (k x a) + gk x a]ve™ >~ L 4riw[gk x (X x a) + gk x a]
Js
A . . A7 2 ik-x—iwt
H = Re{—iwz(a - k)kpelkx—iwt 4 it (a- f()f(ve }
Is T
R ) ) 41 2 ik-x—iwt
Hy, = Re{fiw2(a~k)velk'x7“”t Tk (a-x) e } (4.97)
9s T

In these expressions, we can clearly distinguish terms which represent the incoming
plane wave and terms which represent an outgoing spherical wave. On comparing the
above expressions with the radiation fields for a uniformly accelerated dyon given in the
equations (4.92), we see that the radiation that the dyon emits due to electromagnetic
and Higgs scattering is just the radiation it should emit due to the oscillatory motion
induced by the incoming wave.



4.6. BEYOND THE GEODESIC APPROXIMATION 119

From the asymptotic fields given above, one may also derive differential cross sections
for the scattering of electromagnetic and Higgs waves on dyons. These are given by

2 2

do _ g2 ) do _ g2 2
(dQ)em—)em - (47FM> S @ (dQ)em—)Higgs - <47TM> cos (p

2 2

do _ g2 2 do _ g2 2
(dQ Higgs—em (47rM> Sl ¢ (d )Higgs—>H7jggs - <47rM> cos ¢
Here, ® is the angle between x and ¢Bi,. + ¢Ein. (where “inc” stands for incoming) and
¢ is the angle between r and Hj,. ~ k. We see immediately that the cross sections are

invariant under electric magnetic duality, because they involve only g, which is just the
symmetric combination of ¢ and ¢

(4.98)

Bak, Lee and Lee have found that all the above results, which they obtained from
the full theory through the use of classical perturbation theory, could also have been
obtained from an effective theory in which the dyons are treated as point particles and
the only fields are the (Abelian) electromagnetic fields and an isoscalar Higgs field ¢, as
in the point particle model of the previous section. However, in contrast to the model
of the previous section, the fields in Bak, Lee and Lee’s model are not just functions of
the particles’ positions and speeds, but they have their own dynamics and consequently,
their own equations of motion. The equations of motion for both the fields and the dyon
positions can be conveniently summarised by means of the following effective action:

1 1 1
Seff = /d4:13{ZFHVFMV - §FMV(8MAV - aVAM) - §8M¢8M¢

+z{_

—qi03(x —1;)[Ag — - A] — ;0% (x —1;)[Ag — T - A]} }

! 3(x — 1y
(5 (M; + (gs)i9)0°( i)

Here, the r; are the positions of the dyons and the ¢; and g; their electric and magnetic
charges. A is the dual vector potential we introduced in section 4.5. Up to a gauge
transformation, we can define this as a functional of ' and hence of A. This functional
is non-local, which makes the value of the above action as a starting point for quantum
physics rather doubtful. However, this should be no problem for classical physics, as long
as we get the right Euler-Lagrange equations.

To obtain the equations of motion from the action, we have to view F' and A as inde-
pendent fields and vary them separately. When we do this, we obtain the generalisation
of Maxwell’s equations which includes magnetic charges. The charges in these equations
are just the electric and magnetic point charges due to the dyons. Varying the field ¢
gives the equation of motion

0,0"¢p = ZI: (Vggz; 53 (x —ri(t)) (4.99)

From the equations of motions for the fields, we may rederive the asymptotic fields of an
accelerated dyon given in (4.92). The equations of motion for the dyon positions are just
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the equations (4.62) we used in the point particle approach of the previous section. We
have already shown that these incorporate the force law (4.91) we derived in this section.
In fact, all the results of this section and the previous can be recovered using only the
equations of motion for the fields and the particles. One can even derive the generalisation
of the Gibbons-Manton point particle model to the case where the magnetic charges of
the dyons can be equal to plus or minus g and the electric charges are not necessarily
very small. In the next section, we will study the dynamics of oppositely charged dyons
by means of this generalised point particle model.

4.7 Dynamics of dyons of unlike magnetic charge

In this section, we will study the dynamics of a system of dyons which have magnetic
charges +¢. As in section 4.5, we will consider the dyons as point particles with Abelian
electromagnetic fields and an isoscalar Higgs field. In the same way as in section 4.5, we
may find an O(v?) effective Lagrangian for this theory. The only essential input we need
in the derivation of this effective Lagrangian is an expansion of the electromagnetic and
dual potential and the scalar Higgs field of a dyon to the appropriate orders in v. We
do not want to use the expansions (4.66) and (4.68) given in section 4.5, because they
treat the electric and magnetic charges in an asymmetrical way; the electric charges are
assumed to be of order v. Although this is a logical thing to do from the point of view
of the geodesic approximation, in which the charges are associated with speeds, we do
not a priori want to restrict ourselves to the case of small electric charges in our current
long-distance theory, where the charges are just constants. Thus, we have to modify the
expansions (4.68) and (4.66). This is most easily done for the expansion of the Higgs field.
Using the same derivation as in section 4.5, but keeping terms of order ¢® and higher, we
see that the scalar Higgs field of dyon 1 at the location of dyon n is given by

6= (1 - M) + 0% (4.100)

- 47, 2

To get the electromagnetic fields, we can again use the low velocity expansion of the
Liénard-Wiechert potentials for the part which is due to the presence of electric charge,
but to get the part caused by the magnetic charge as well, one has to use the form that
the field tensor takes in this case and some formulae which connect A and A to the field
tensor F. For the details of the calculation I refer the reader to [71]. Here, I will just give
the result, which is exactly what one would intuitively expect, namely:

Ap = g2 1+l _2) _gwaw 4 0% A = AU Oy O(y?)
Ao = o (1l o) s L 00f) A = B+ 2 4 00),
(4.101)

Using these expansions for the potentials and the expansion for the Higgs field, we may
now proceed as in section (4.5) to derive an effective Lagrangian for the dyon system
which is correct to order v2. This yields the following expression:
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"1 1 (vi —v;)?
L= Y omat - 3 (oo, V0
i=1

I > (@95 — 49) (Vi — V) - wij + e > : ’ ’

1<i<j<n T 1ij<n Tij
1 < Vi - Vi 4 (T - vi) (T - v;)
—5= 2 ((9)i9); — 49 — 9:95) { — (4.102)
1<i,j<n ij

We see immediately that this slow-motion effective Lagrangian is invariant under electric-
magnetic duality. We may see this as an indication that the full theory is indeed also
invariant under this duality, as conjectured by Montonen and Olive [6], but it certainly
is not proof, because the classical approximation we are using here is very likely to break
down at strong coupling and duality in the full theory is dependent on the strong coupling
regime as much as on the weak coupling regime. If duality does indeed hold in the full
theory then one may speculate that the above Lagrangian could give a description of the
slow motion of dyons even at large coupling. However, this too would certainly need
further investigation.

Let us now descend once more to the situation in which all the electric charges are
small, i.e. ¢; = O(v) for all 7. In that case, the effective Lagrangian above reduces to

1 1 v; — v;)?
L = Zﬁmvz —_ 92( iy J)
i=1 1<i<j<n t
1 & 1 & 2% —2g9; — (¢ — ¢;)°
i > (195 — 4590) (Vi = V) - Wij + o > ]T ’
1<i<j<n 1<i,j<n v
1 n Vi v+ (B vi) (B v))
— 26 — 24,9, L CARATA LA 4.103
Ton Z (29 gg]){ o ( )
1<i,5<n

It is easy to check that this reduces to the Lagrangian (4.69) for the Gibbons-Manton point
particle model if we set all the magnetic charges equal to the unit charge g. In general,
we see that the dyons still have only pairwise interaction and that the forces between
two dyons of like charges are the same as those in the Gibbons-Manton model. The
interactions we still need to study are those between dyons of opposite magnetic charges.
To have a closer look at these, let study a system of two dyons with opposite magnetic
charges g and —g and electric charges ¢; and ¢». In this special case, the Lagrangian
above reduces to

49 — (1 — @2)* — g° (v} + V3 + 2(r12 - vi)(r12 - V2))
87'('7”12

1
L = §m(vf+v§)+

+%(Q1 +q2) (Vi — v2) - Wiy (4.104)

The momentum 7; and 7y conjugate to r; and ry are now given by
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Vi A+ g (Fro - va)Fo

T = mvy 1 + g9(q1 + @2) W2
12
2y 2(f19 - V)P
My = MVgy — gVat g4( 12 V1)Fis —g(q1 + @) w2 (4.105)
12

As in the case of dyons of like magnetic charge, we can define quantities p; and ps which
are parts of the canonical momenta 7, w5 and which approximate the linear momenta of
the particles when the distance between the particles is large:

9*vi+ g*(T12 - V2)T12
47T7"12

P1 = mvy;—

A

B 9*Vo + g (T12 - V1)T12
47TT12

P2 = mvy (4.106)

In terms of p; and ps, the equations of motion take the form

pi+p2 = 0

. . ri2 N A~

p1—p2 = {49 — (1 — @) + (v} + v3 — 2(F12 - v1) (P12 - v2)) }
4Amryy
gl +g2)(vi —vo) X P12 2¢°

471'7‘%2 47r7’:132 {(1‘12 . Vg)Vl + (1‘12 . V1)V2} (4.107)
We see that the dominant (O(v?)) force between the dyons is a magnetic Coulomb force,
which is twice the Coulomb force we would have expected if the Higgs field had not been
there. In other words: The Higgs force doubles the attractive Coulomb force in this case.
The magnitude of the other forces that appear is of order v2. We see that, as in the case of
dyons of like charge, there are an attractive electric Coulomb force which is proportional
to the square of the relative electric charge and a repulsive velocity dependent force. This
last force is not exactly the same as the velocity dependent repulsive force we had before.
In particular, it no longer depends only on the relative velocity of the dyons. We also
see a Lorentz force, which is now proportional to the sum, rather than the difference of
the electric charges. Finally, we see from the last term above that an extra non central
velocity dependent force has appeared.

It would be interesting to try and solve the above equations of motion. To me, it
seems unlikely that there will be enough constants of the motion to determine the orbits
completely, at least I have not been able to find them. However, it should be possible to
find good approximate solutions using perturbation theory, starting from the situation in
which only the magnetic Coulomb force is present. Unfortunately, I do not have time to do
this within this thesis, so for now, the above description of the forces between oppositely
charged dyons will have to do. I think it should also be possible to find some special
solutions to the equations of motions relatively easily and I am currently investigating
this.

4.8 Discussion and Outlook

In this thesis, we have studied two different approaches that can be used to describe the
dynamics of BPS dyons in the Georgi-Glashow model. These approaches have different
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regions of validity. Manton’s geodesic approximation works well for dyons of like magnetic
charges, as long as the speeds and electric charges of the dyons are small, but it does not
describe the dynamics of oppositely charged dyons and it neglects the effect of electromag-
netic and Higgs radiation. The effective field theory of Bak, Lee and Lee, which is also
rooted in work of Manton’s, can describe radiative processes and processes that involve
dyons of opposite magnetic charge, but it is only valid if the dyons are far apart. Although
these two approaches give us a fairly good grip on dyon dynamics, there are certainly still
processes left which cannot be described by either of these models. The most prominent
of these are probably the creation and annihilation of dyon-antidyon pairs. Thus, it is
clear that further study into the dynamics of BPS dyons in the Georgi-Glashow model is
still warranted.

It is also interesting to study BPS dyons in generalisations of the Georgi-Glashow
model. These generalisations may go in several directions. One may for example add
matter fields to the theory or one may change the gauge group from SU(2) to some larger
group. Much research has been done in this last direction and the current state of affairs
for, say, the case of SU(N) broken down to U(n — 1) by the Higgs effect is the same as
that for SU(2), as far as the available approaches are concerned. Concrete results, such as
exact metrics on moduli spaces, or even geodesics are not so readily available in general.
Much less is known about the situation in which the gauge group is broken down to a
non Abelian subgroup. In this case, many interesting new phenomena occur. One may
for instance have two dyon configurations that have internal properties that cannot be
ascribed to either of the dyons separately.

Another generalisation of the model we have studied here can be obtained by adding
supersymmetry. The theories which are obtained this way form a natural setting for the
study of electric/magnetic duality. Also, the supersymmetry in these theories guarantees
that the BPS bound can be saturated even quantum mechanically. The study of these
supersymmetric extensions of Yang-Mills theory has recently become very popular, mostly
because of the work of Seiberg and Witten [7].

Finally, it would be very interesting to study non BPS monopoles, that is, to study
"‘tHooft-Polyakov monopoles without taking the non-physical BPS limit. For very small
Higgs potential (and hence very small Higgs mass), one may be able to do this by a slight
adaptation of either of the methods we have treated in this thesis, but in the more realistic
case where the Higgs particle gets a large mass. the geodesic approximation will certainly
break down. The point particle approach may still be able to give some information even
in this case, if the asymptotic Higgs field is modified to accommodate for the (now) finite
range of the Higgs force, but of course, even if this was done satisfactorily, we would still
be left without a theory to describe the short range interactions of the monopoles.

Concluding we may say that there are many interesting problems still to be adressed
in the theory of magnetic monopoles. Looking back at past results, I cannot help but
look forward to seeing and hopefully helping some of the solutions emerge over the next
four years.



Appendix A

Quaternions and such

A.1 Basic definitions and identities

In this thesis, it will sometimes be convenient to make use of the skew field of quaternions
H. The classical way to define this is to adjoin to the real numbers the three symbols i, j
and k£ which are taken to commute with real numbers and satisfy the following relations:

it=5=k=-1 (A1)
ij=—ji=k, jk=—kj=1i, ki=—ik=j

A general quaternion will then be of the form

r =21+ Tot + T3) + T4k.

We can define a conjugation x — Z by

f:$1—$2i—$3j—$4]€

We also have a natural norm on the quaternions, which can be conveniently written in
terms of the conjugation:

lz| = VIz = Vaz = \/x%—ir:c%—ira:%—l—xi

The last identity can be easily verified using the relations (A.1). These relations can also
be used to verify that we have

2y = Yz, and hence

lzy| = =]yl

Furthermore, one can see that if the quaternion x is unequal to zero, then it has a unique
inverse:
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1 x
= —
|z
From the above it follows that the quaternions defined as above are a division algebra or
skew field and that the quaternions of unit norm form a subgroup of their multiplicative

group. This group of unit quaternions is called Sp(1)

A.2 Identification of Sp(1) with SU(2)

If we identify the symbol i used above with the complex number i, then we can take the
complex numbers to be a sub-algebra of the quaternions. Moreover, we can identify the
quaternions with C? by writing

T =21+ 29J

with z; and z3 uniquely determined by x. Quaternion multiplication can now be written
in terms of complex two by two matrices. For example: multiplication on the right by z

is given by the matrix
VAR
—Z2 2

This way, we can identify the quaternions with a sub-algebra of the complex two by two
matrices. The quaternions i, 7 and k then correspond to the Pauli matrices o1, 05 and
o3, multiplied by a factor of —i (the complex number!). ! Using this identification, we
see that the group Sp(1) of quaternions of unit norm corresponds to the Lie group SU(2)
and that the algebra of imaginary quaternions corresponds to its Lie algebra su(2). In
fact, the identification of (i, j, k) with the canonical basis (i1, i09,i03) for su(2) gives us
a quick way to derive some well known formulae: Let A and B be arbitrary elements of
su(2). Using our identification, we can then write

A = Ayi+ Asj + Ask
Using only the relations (A.1), we then easily find

3

[A,Bl; =) € A;B; (A.2)
Gk=1
and similarly
3
Tr(AB) = —2 Re(AB) =2 _ A;B;. (A.3)
=1

where the factor of 2 appears as the trace of the 2 x 2 identity matrix.

Tt is possible to take this as the definition of the symbols 4, j and &, and physicists may prefer to do
this.
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A.3 Quaternionic linear algebra: H" and Sp(n).

The only fundamental difference between a field like C and the quaternions is the non-
commutativity of quaternion multiplication. Therefore, it is possible to use the quater-
nions as scalars for a linear space, provided that one decides in advance whether to use
left or right scalar multiplication. In particular, one has the quaternionic vector spaces
H"™ with right multiplication, analogously to the spaces C" or R™. On H", one can de-
fine an inner product analogously to the standard hermitian inner product on C", but
using quaternionic in stead of complex conjugation. The linear automorphisms of H”
that preserve this inner product form a Lie group that is denoted Sp(n). If we identify
a linear transformation with its matrix then we can view these groups as matrix groups
and in particular, we see that this definition of Sp(n) agrees with our previous definition
of Sp(1), just the group of unit quaternions. In general, Sp(n) can be identified with the
group of quaternion matrices A whose (quaternionic) conjugate transposed A* is equal
to their inverse (note the analogy with U(n)). A complex realisation of Sp(n) can also
be obtained for general n, by taking a complex representation of the quaternions, as we
did above for the case of Sp(1). The Lie algebra of Sp(n) is the algebra of matrices A for
which A* = —A (again, in analogy with U(n)).

A.4 Quaternionic projective spaces

Using the spaces H", one can define the n-dimensional quaternionic projective space P, (H)
to be the collection of all one dimensional subspaces of H"™!.

The quaternionic projective spaces can be described in terms of so called homogeneous
coordinates. An n + 1-tuple of homogeneous coordinates for an element x of P,(H) is
just a non-zero element of the one dimensional subspace of H"™! to which x corresponds.
Of course, the same element x of P,(H) will be represented by many different sets of
homogeneous coordinates. To be exact: if we choose to work with scalar multiplication
on the right, then two n + 1-tuples (xy,...,2,+1) and (y1,...,Yns1) of homogeneous
coordinates will represent the same element of P,(H) if and only if there is a non-zero
quaternion z, such that

(1, Zng1) = Y15+ s Yns1)2

From this we see that every element x of P;(H) can be uniquely represented by a set of
homogeneous coordinates of the form (1,y), unless x is the unique point represented by
(0,1). Thus we find that the quaternionic projective line P;(H) can be seen as a copy of
the quaternions, or equivalently R?, with an extra point added to it. Since P;(H) is also
obviously (path)connected, this means we can identify P(H) with S*. In chapter 2, we
use this correspondence to describe S* in terms of homogeneous coordinates.

As an aside, I want to say that it is possible to define and work with quaternionic
manifolds in a manner completely analogous to real and complex manifolds. In fact, it is
not difficult to see that the P,(H) are quaternionic manifolds of dimension n.
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A.5 Structures and tensor product spaces

Sometimes, it is useful to have an action of the quaternions on a complex vector space V.
Such an action can be defined by means of a so called quaternionic structure. This is a
complex anti-linear map J from V into itself, whose square is minus the identity. That
is, we have

J: V=V (A.4)
J(zv) = ZzZJu (A.5)

JP = 1 (A.6)

)

If we now define K = ¢J, then we can easily verify that the maps (left multiplication by
i, J and K satisfy the defining relations (A.1) for the quaternions. Thus, if we define

pHXV =V, p(xy + x2i + w35 + 24k, v) = (1 + 220 + x3J + 24K)(v), (A.7)

then p gives an action of the quaternions on V.

We can now define a quaternionic subspace of V' as a subspace that is invariant under
the action p, or equivalently, under the action of J. In particular, for each non-zero vector
v € V, we can define the quaternionic line spanned by v as the subspace of V' spanned
by v and Jv. We will call this line ¢,. We can easily see that these quaternionic lines are
two dimensional, for suppose that, for some v € V, the line ¢, is one dimensional, then
we would have Jv = cv for some complex number c. But this is impossible, since it would
follow that

—v = J?v = J(ev) = eJv = écv = |c|*v.

Thus, ¢, is two dimensional and spanned by v and Jv. It is also easy to show that w € ¢,
implies ¢, = £,,. In fact, w € ¢, implies w = p(q)v for some quaternion ¢, which in turn
implies that v = p(¢~!)w and it follows that v and Juv are contained in ¢,,, giving £,, = £,,.
We can now easily deduce that any two quaternionic lines in V' which have a non-zero
element in common will be identical (both lines will be identical to the line spanned by
the common element).

If V' has complex dimension 2, then the above facts about quaternionic lines make it
possible to identify V' with the quaternions in a way that is consistent with the action of
p. In fact, we can do this in infinitely many ways. These identifications work as follows:
take an arbitrary non-zero element v of V. Since V' is two dimensional, we have V = {,
and a basis for V' is given by v and Jv. This means that every element w of V can be
written in the form w = z1v + 22Jv, where z; and 29 are complex numbers. If we now
identify this with a quaternion as follows

210 + 29J0 = 21 + j29, (A.8)

then we see that the action of p(¢q) on the left hand side is just the same as right mul-
tiplication with the quaternion ¢ on the right hand side. 2 Note that the identification

2Tf we had taken the identification z1v + zoJv = 21 + 22, then the action of p(q) would correspond to
left multiplication with the quaternion ¢, but we will choose to let p denote right multiplication here.
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above also gives us an algebra of linear maps on V' which correspond to left multiplication
by quaternions. In particular, we have the maps corresponding to multiplication by the
quaternions 7, j, k and we will call these ey, es, e3 respectively.

If V has complex dimension higher than 2, things become a bit more complicated.
Fortunately, we don’t need to develop the general case, because we won’t use it in this
thesis. The interested reader may easily verify, using the properties of quaternionic lines
proved above, that a three dimensional complex vector space cannot have a quaternionic
structure and that a four dimensional complex vector space with a quaternionic structure
can be identified with H? much like a two dimensional one can be identified with H.

We will now introduce the notion of a quaternionic linear map between vector spaces
V and W with quaternionic structures Jyy and Jy. We define this to be a linear map
that commutes with quaternion multiplication as given by the actions py and py that
correspond to Jy and JW. A necessary and sufficient condition for a map L:V — W to
be quaternionic linear is, that it is complex linear and that we have Jy L = LJy . It is easy
to see that a quaternionic linear map L from V to W will send quaternionic subspaces of
V onto quaternionic subspaces of W. In particular, the image of L will be a quaternionic
subspace of W. Also, the preimage under L of a quaternonic subspace of W will be a
quaternionic subspace of V' and in particular, the kernel of L will be quaternionic.

Explicit examples of quaternionic linear maps are the maps ej, es,e3 : V' — V defined
above for an arbitrary two dimensional vector space V with a quaternionic structure. In
fact, in this case, it is easy to show that we can write an arbitrary quaternionic linear
operator L from V to V as

L= a0]2><2 + aieq + a92€9 + ases,

where the a; are arbitrary real numbers. This means that all quaternionic linear operators
on a two dimensional space V' with the quaternionic structure are just left multiplication
with some quaternion. We will call such an operator real, if the quaternion in question is
a real number.

Now let V' again be a complex vector space with a quaternionic structure J and let
W be some other complex vector space. We would like to define a quaternionic structure
J on the tensor product W ® V. The easiest way to do this is to take

J(w®v)=w®a (Jv)

This is a good quaternionic structure, but certainly not the only possible one. To define
more general quaternionic structures, we need the notion of a real structure. This is a
complex anti-linear map o : W — W, whose square is equal to the identity. That is, we
have

c : W-—-=W
o(zv) = Zo(v)
o2 =1

A real structure can be taken as an alternative definition of complex conjugation. Using
the structure, one can define alternative real and imaginary parts R(w) and [(w) for any
element w of W by
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R(w) = w +2U(w)
I(w) = w%(“’) (A.9)

These are permuted in the usual way when one multiplies w by ¢ and we also have

o(R(w) +il(w)) = R(w) — il (w), (A.10)

which shows the analogy with complex conjugation explicitly.

An arbitrary complex vector space permits many different choices of real structure,
next to the standard complex conjugation. Any one of these structures will permit us to
define a good quaternionic structure on W ® V' by

J(wewv) = (cw)® (Jv).

Of course, we can easily generalise to the case of n spaces Wy, ... W, with real structures
01 ...0,. In that case we find that J given by

J(w ®...0 w, ®v) = (01w) @ ...R (c,w,) @ (Jv).

is a good quaternionic structure.

If V' is two dimensional and identified with H in the way we described above, then we
can identify W ® V' with H", where n is the dimension of W. This is done as follows. If
v is the element of V' which we have identified with the quaternion 1, then we can write
an arbitrary element u of W ® V' as w; ® v + we ® Jv, where w; and wy are complex
n-vectors. The first thing that comes to mind now, is to identify u with the quaternionic
n-vector wy + jwo. However, this is not the identification we were looking for, because
with this identification, we would have

J(w @v+wy®Jv) = —o(w) @v+o(w)® Ju, and
(i + jws)j = —bs + juby

and the right hand sides do not in general correspond, unless the real structure o is
just the ordinary complex conjugation. For general o, we have to do something slightly
more complicated. First, we note that, if we look at the linear space W with real in
stead of complex scalars, then the maps R and il defined through (A.9) become linear
projections. Moreover, we have W = R(W) + «I[(W) and R(W)(il[(W) = 0, 3 which
gives W = R(W) & iI(W). We can now take bases in the real linear spaces R(W) and
il (W) - if we already had a base (5 on W, then we can take R(f3) and i/((3) - and we can
write R(w) and I(w) for the (real) coordinate vectors of R(w) and iI(w) with respect to

3We have R(v) = il(w) = v+ 0(v) =w+o(w) = w—v=o0c(w+v) = o(w—v) =w+v. The last
two expressions together imply w = o(w) and v = —o(v), giving R(v) = iI(w) = 0, as claimed.
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the chosen bases. The identification of W ® V' with H" that we were looking for is now
given by

Wi @ v+ wy ® Jv = R(wr) + il (wy) + j (R(wg) v if(w2)> . (A.11)

We have just shown that this identification is well defined and one easily checks (using
(A.10)) that it makes the quaternionic structure coincide with quaternionic right multi-
plication, as desired.

As before, we can also define quaternionic left multiplication on W ® V' and the
multiplications by ¢, j, k are given by the formula

ei(w ) :=w® e;(v)

(with a slight abuse of notation). Once more, one easily checks that the e; are quaternionic
linear with respect to the structure 7 on W ® V. Also, If A;, Ay and A3 are real maps on
W which commute with the real structure on W, then the map L defined by

L=A @I+ A1 ®e + Ay ®ey + A3 ® eg,

will be quaternionic linear. If W is finite dimensional, it can be identified with a quater-
nionic matrix, which will be real exactly if Ay, A; and A3 are zero. Therefore, we will call
a map like L real exactly if that condition is satisfied.

This is all we will need about quaternionic structures. A more formal treatment of
real and quaternionic structures and their relation to Lie group actions and of some of
the other subjects in this appendix can be found in [74]
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