


Definition: Differential Equation

An equation containing the derivatives of one or more dependent variables, with
respect to one or more independent variables, is said to be a differential equation.

Examples:

(i)
d4y
dx4 + y2 = 0 (ii) y00 � 2y0 + y = 0 (iii) s̈ = �32 (iv)

@2u
@x2 = �2
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Systems of differential equations:

A system of ordinary differential equations is two or more equations involving
the derivatives of two or more unknown functions of a single independent variable.

Example:

dx
dt
= f (t, x, y)

dy
dt
= g(t, x, y)

A solution of a system, such as above, is a pair of differentiable functions x = �1(t)
and y = �2(t) defined on a common interval I that satisfy each equation of the system
on this interval.



















First-order differential equations

To find either explicit or implicit solution, we need to

(i) recognize the kind of differential equation, and then

(ii) apply to it an equation-specific method of solution.



Solution curves without the solution
What a first order ODE can tell us?

Slope

dy

dx
= f (x, y)

The value f (x, y) at the point (x, y) represents the slope of
a lineal element, a miniature tangent line to the solution
at that point.
Example:

dy

dx
= 0.2xy

f (x, y) = 0.2xy

At the point (2, 3) the slope of a lineal element is f (2, 3) = 1.2.



Direction fields or slope fields

is the collection of all lineal elements evaluated at each point (x, y) of a rectangular
grid.

It provides the appearance or shape of a family of solution curves of the ODE and
allows us to investigate its qualitative aspects.

Example:

dy

dx
= 0.2xy



Increasing or decreasing solution

Increasing y(x) if for all x 2 I:

dy

dx
> 0

Decreasing y(x) if for all x 2 I:

dy

dx
< 0



Autonomous first-order DE

is DE in which the independent variable does not appear explicitly:

dy

dx
= f (y)

Examples:
Autonomous

dy

dx
= 1 + y

2

Non-autonomous
dy

dx
= 0.2xy



Critical points

A real number c is a critical point of the autonomous DE

dy

dx
= f (y) (1)

if it is a zero of f , i.e. f (c) = 0.

A critical point is also called an equilibrium point or stationary point.

If c is a critical point of (1), then y(x) = c is a constant solution of the autonomous
equation.

A constant solution y(x) = c of (1) is called an equilibrium solution;
equilibria are the only constant solutions of (1).



Example: Autonomous ODE

dP

dt
= P(a � bP)

where a > 0, b > 0. From f (P) = P(a � bP) = 0 we see that 0 and a/b are critical
points of the equation.

By putting the critical points on a vertical line we obtain a one-dimensional phase
portrait of the DE above.

We get three intervals:
�1 < P < 0, 0 < P < a/b, a/b < P < 1;
the arrows indicate the algebraic sign of f (P) = P(a � bP)
and whether a non-constant solution is increasing or decreasing.



Solution curves

We can usually say a great deal about the solution curves of an autonomous DE
even without solving it.

f in (1) is independent of x and thus we may consider it defined for any x.

f and f
0 are continuous functions of x on some interval I, the fundamental result of

the uniqueness theorem holds in some region R in the xy-plane, and so through any
point (x0, y0) in R passes only one solution curve of (1).



Assume that the solution of (1) possesses exactly two critical points c1 and c2. The
graphs of the equilibrium solutions y(x) = c1 and y(x) = c2 are horizontal lines which
partition the region R into three subregions R1, R2 and R3.



Example:

dP

dt
= P(a � bP)

where a > 0, b > 0. We have three subregions

R1 : �1 < P < 0, R2 : 0 < P < a/b, R3 : a/b < P < 1;

(i) P0 < 0: P(t) is bounded from above, P(t) is decreasing, P(t)! 0 as t ! �1.

(ii) 0 < P0 < a/b: P(t) is bounded from both below and above, P(t) is increasing,
P(t)! 0 as t ! �1 and P(t)! a/b as t ! 1.

(iii) P0 > a/b: P(t) is bounded from below, P(t) is decreasing, P(t)! a/b as t ! 1.



Example:

dy

dx
= (y � 1)2

has the single critical point 1.

A solution y(x) is an increasing function in both subregions
�1 < y < 1 and 1 < y < 1, where �1 < x < 1.

For an initial condition y(0) = y0 < 1, a solution y(x) is increasing and bounded above
by 1, so y(x)! 1 as x! 1.

For y(0) = y0 > 1 a solution y(x) is increasing and unbounded.



y(x) = 1 � 1/(x + c) is a one-parameter family of solutions of the DE

dy

dx
= (y � 1)2

The initial condition determines the value of c:

(1) y(0) = �1 < 1 then c = 1/2 and so y(x) = 1 � 1/(x + 1/2)
x = �1/2 is the vertical asymptote and y(x)! �1 as x! �1/2 from the right.

(2) y(0) = 2 > 1, we get c = �1 and y(x) = 1 � 1/(x � 1).
This function has a vertical asymptote at x = 1 and thus y! 1 as x! 1.



Attractors and repellers

The critical point c to which the solutions asymptotically converge from both sides is
said to be asymptotically stable. c is referred to as an attractor.

The critical point c from which the solutions asymptotically diverge to both sides is
said to be unstable. c is referred to as an repeller.

There are also critical points which are
neither attractors nor repellers;
they are attracted from one
side of the critical point and
repelled from the other side;
we say that c is semistable.







Assumptions
Express assumptions in terms 

of differential equation

Display model predictions,
e.g. graphically

Mathematical
formulation

Obtain 
solutions

Check model
predictions against

known facts

If necessary,
alter assumptions

or increase resolution
of the model

Solve the DEs








